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## Preface

Dear reader,
here are the abstracts of works presented at the 31st European Workshop on Computational Geometry (EuroCG 2015) held on March 15-18, 2015 in Ljubljana, Slovenia. The event was hosted by the University of Ljubljana, Faculty of Computer and Information Science.

The EuroCG is an annual, informal workshop whose goal is to provide a forum for scientists to meet, present their work, interact, and establish collaborations, in order to promote research in the field of Computational Geometry. The workshop aims at providing an informal atmosphere where established and young researchers have a possibility for a productive exchange of ideas and collaboration.

EuroCG does not have formally reviewed proceedings, although the contributions are reviewed and certain improvements to authors are suggested by a Programme Committee. This volume contains a collection of $\mathbf{6 4}$ abstracts of talks presented at the workshop. The abstracts should be regarded as preprints, and therefore results presented at EuroCG are often also submitted to peer-reviewed conferences and journals.

There were 77 submissions made to EuroCG 2015, and two of them were not considered because of their format. Each remaining submission was reviewed by at least two members of a Programme Committee. Most of the work of the Program Committee was done through EasyChair. The Program Committee finally decided to accept 66 papers for presentation. Since authors of two submissions were not able to present their papers the final number of papers was 64 .

Besides the contributing talks, we also had 3 invited talks, delivered by Aleš Leonardis, Kurt Mehlhorn, and Bojan Mohar. A very short description is also included in this volume.

Such a meeting requires the effort of a lot of parties. We would like to thank the authors for submitting their abstracts and the members of the Program Committee for their work on selecting the papers. We thank EasyChair for making its valuable platform available for free. Next, we thank European Science Foundation (ESF) under the EUROCORES Programme EuroGIGA for their support that lead to a substantial reduction in the registration fees. Finally, we would like to thank the members of the Organizing Committee for their work to make the event as smooth as possible.
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# Hierarchical Compositional Representations of Structure for Computer Vision and Robotics 

Aleš Leonardis<br>University of Birmingham<br>School of Computer Science


#### Abstract

Modeling, learning, recognizing, and categorizing visual entities has been an area of intensive research in the vision and robotics communities for several decades. While successful partial solutions tailored for particular tasks and specific scenarios have appeared in recent years, more general solutions, which would be applicable to a variety of different tasks and would scale favorably with a large number of visual entities, are yet to be developed. Ultimately, the goal is to design and implement proper structures and mechanisms that would enable efficient learning, inference, and, when necessary, augmentation and modifications of the acquired visual knowledge in general scenarios. Recently, it has become increasingly clear that new approaches are needed to tackle these problems and there have been several indications that possible solutions should be sought in the framework of hierarchical architectures. Among various design choices related to hierarchies, compositional hierarchies show a great promise in terms of scalability, real-time performance, efficient structured on-line learning, shareability, and knowledge transfer. In this talk I will first present our work on compositional hierarchies related to visual representations of 2D and 3D object shapes and then conclude with some ideas towards generalizing the proposed approach to other visual entities and modalities.


# Immersions of graphs and digraphs 

Bojan Mohar<br>Simon Fraser University


#### Abstract

A graph $G$ contains another graph $H$ as an immersion if there is an injective mapping $\iota: V(H) \rightarrow V(G)$ and for each edge $u v \in E(H)$ there is a path $P_{u v}$ in $G$ joining vertices $\iota(u)$ and $\iota(v)$ such that the paths $P_{u v}$ $(u v \in E(H))$ are pairwise edge-disjoint. If the paths are internally disjoint from $\iota(V(H))$, then we speak of a strong immersion. One can define (strong) immersions of digraphs in the same way.

Nash-Williams conjectured that graphs are well-quasi ordered for the relation of immersion containment. The conjecture was proved by Robertson and Seymour (Graph minors XXIII. Nash-Williams' immersion conjecture, J. Combinatorial Theory, Ser. B 100 (2010), 181-205) for weak immersions.

Recent interest in graph and digraph immersions resulted in a variety of new discoveries. The speaker will enlighten some of these achievements.


# Computing Real Roots of Real Polynomials and its Application in Computational Geometry 

Kurt Mehlhorn<br>Max-Planck-Institut für Informatik


#### Abstract

I also discuss recent advances in the computation of real roots of real polynomials. Near optimal solutions for the more general problem of isolating the complex roots of complex polynomials are known for quite some time (V. Pan, 2002). The new algorithms achieve the same time complexity for a sub-problem and are considerably simpler. I also discuss application to computational geometry, in particular, cylindrical algebraic decomposition. The talk is based on joint work with Michael Sagraloff.


# A linear-time algorithm for the geodesic center of a simple polygon 

Hee-Kap Ahn* Luis Barba ${ }^{\dagger, \ddagger}$ Prosenjit Bose ${ }^{\dagger}$ Jean-Lou De Carufel ${ }^{\dagger}$ Matias Korman ${ }^{\S}, \boldsymbol{q}$ Eunjin Oh*


#### Abstract

Given two points in a simple polygon $P$ of $n$ vertices, its geodesic distance is the length of the shortest path that connects them among all paths that stay within $P$. The geodesic center of $P$ is the unique point in $P$ that minimizes the largest geodesic distance to all other points of $P$. In 1989, Pollack, Sharir and Rote [Disc. \& Comput. Geom. 89] showed an $O(n \log n)$ time algorithm that computes the geodesic center of $P$. Since then, a longstanding question has been whether this running time can be improved (explicitly posed by Mitchell [Handbook of Computational Geometry, 2000]). In this paper we affirmatively answer this question and present a linear time algorithm to solve this problem.


## 1 Introduction

Given a simple polygon $P$ with $n$ vertices and two points $x, y$ in $P$, the geodesic path $\pi(x, y)$ is the shortest path contained in $P$ connecting $x$ with $y$. It is well-known that $\pi(x, y)$ is a polygonal chain whose vertices (other than its endpoints) are reflex vertices of $P$. The geodesic distance between $x$ and $y$, denoted by $|\pi(x, y)|$, is the sum of the Euclidean lengths of each segment in $\pi(x, y)$. The farthest neighbor of $x \in P$ is a point whose geodesic distance to $x$ is maximized. To ease the description, we assume that each vertex of $P$ has a unique farthest neighbor. We can make this general position assumption using simulation of simplicity [4].

Let $F_{P}(x): P \rightarrow \mathbb{R}$ be the function that maps a point $x \in P$ to the distance to its farthest neighbor (i.e., $\left.F_{P}(x)=\max _{y \in P}|\pi(x, y)|\right)$. A point $c_{P} \in P$ that minimizes $F_{P}(x)$ is called the geodesic center of $P$. Similarly, a point $s \in P$ that maximizes $F_{P}(x)$ (to-

[^0]gether with its farthest neighbor) is called a geodesic diametral pair and their distance is known as the geodesic diameter.

In 1983 Hershberger and Suri [7] presented a fast matrix search technique, one application of which is a linear-time algorithm for computing the diameter. Up to now, the best algorithm for computing the geodesic center is due to Pollack, Sharir, and Rote [11] and runs in $O(n \log n)$ time. Since then, it has been an open problem whether the geodesic center can be computed in linear time.

In this paper, we show how to compute the geodesic center of $P$ in $O(n)$ time. Due to lack of space, proofs have been omitted in this document. A full version of the paper with all the omitted proofs can be found in [1].

## 2 Hourglasses and Funnels

Let $C \subseteq \partial P$ be a polygonal chain that starts at $x$ and follows the boundary of $P$ clockwise until reaching $y$. The hourglass of $C$, denoted by $H_{C}$, is the polygon contained in $P$ bounded by $C$, $\pi(y, f(x)), \partial P(f(x), f(y))$ and $\pi(f(y), x)$. We call $C$ and $\partial P(f(x), f(y))$ the top and bottom chains of $H_{C}$, respectively, while $\pi(y, f(x))$ and $\pi(f(y), x)$ are referred to as the walls of $H_{C}$. We say that the hourglass $H_{C}$ is open if its walls are vertex disjoint. Note that open hourglasses are simple polygons and closed ones are weakly simple. We say $C$ is a transition chain if $f(x) \neq f(y)$ and neither $f(x)$ nor $f(y)$ are interior vertices of $C$. In particular, if an edge $x y$ of $\partial P$ is a transition chain, we say that it is a transition edge.

Lemma 1 [Rephrase of Lemma 3.1.3 of [2]] If $C$ is a transition chain of $\partial P$, then the hourglass $H_{C}$ is an open hourglass.

Let $C=\left(p_{0}, \ldots, p_{k}\right)$ be a chain of $\partial P$ and let $v$ be a vertex of $P$ not in $C$. The funnel of $v$ to $C$, denoted by $S_{v}(C)$, is the simple polygon bounded by $C, \pi\left(p_{k}, v\right)$ and $\pi\left(v, p_{0}\right)$. See Lee and Preparata [8] or Guibas et al. [5] for more details on funnels.

A subset $R \subset P$ is geodesically convex if for every $x, y \in R$, the path $\pi(x, y)$ is contained in $R$. The (farthest) Voronoi region of a vertex $v$ of $P$ is the set of points $R(v)=\left\{x \in P: F_{P}(x)=|\pi(x, v)|\right\}$ (including boundary points).

Lemma 2 Let $v$ be a vertex of $P$ and let $C$ be a transition chain such $R(v) \cap \partial P \subseteq C$ and $v \notin C$. Then, $R(v)$ is contained in the funnel $S_{v}(C)$.

## 3 Covering the boundary

In this section, we cover the boundary of $P$ with sets of consecutive vertices that share the same farthest neighbor and edges of $P$ whose endpoints have distinct farthest neighbors. Using a result from Hershberger and Suri [7], in $O(n)$ time we can compute the farthest neighbor of each vertex of $P$. Recall that the farthest neighbor of each vertex of $P$ is always a convex vertex of $P[3]$ and is unique by our general position assumption.

We mark the vertices of $P$ that are farthest neighbors of at least one vertex of $P$. Let $M$ denote the set of marked vertices of $P$. For each marked vertex $v$ we create its funnel $F_{v}$ as follows: let $u_{1}, \ldots, u_{k-1}$ be the vertices of $P$ such that $v=f\left(u_{i}\right)$ and assume that they appear in this order when traversing $\partial P$ clockwise. Let $u_{0}$ and $u_{k}$ be the neighbors of $u_{1}$ and $u_{k-1}$ other than $u_{2}$ and $u_{k-2}$, respectively. Note that both $u_{0} u_{1}$ and $u_{k-1} u_{k}$ are transition edges of $P$. The funnel $F_{v}$ is defined as the funnel $S_{v}\left(C_{v}\right)$, where $C_{v}=\left(u_{0}, \ldots, u_{k}\right)$.
For each transition edge of $\partial P$, we also consider its associated hourglass. Let $\mathcal{C}_{P}$ be the union of all such hourglasses and funnels. We call $\mathcal{C}_{P}$ the covering of $P$ into funnels and hourglasses.

Lemma 3 For any simple polygon $P$ its covering $\mathcal{C}_{P}$ is a collection of simple polygons whose overall complexity is $O(n)$. Moreover, we can explicitly compute $\mathcal{C}_{P}$ in linear time, and it holds that $\bigcup_{U \in \mathcal{C}_{P}} U=P$.

## 4 Covering the polygon with apexed triangles

An apexed triangle $\triangle=(a, b, c)$ with apex $a$ is a triangle contained in $P$ with an associated distance function $g_{\triangle}(x)$, called the apex function of $\triangle$, such that (1) $a$ is a vertex of $P$, (2) $b, c \in \partial P$, and (3) there is a vertex $w$ of $P$, called the definer of $\triangle$, such that
$g_{\triangle}(x)= \begin{cases}-\infty & \text { if } x \notin \triangle \\ |x a|+|\pi(a, w)|=|\pi(x, w)| & \text { if } x \in \triangle\end{cases}$
In this section, we show how to find a set of $O(n)$ apexed triangles of $P$ such that the upper envelope of their apex functions coincides with $F_{P}(x)$. Since the decomposition of $P$ into hourglasses and funnels covers $P$, we look at each element of $\mathcal{C}_{P}$ independently. We consider both cases independently.

Let $a b$ be a transition edge of $P$ such that $b$ is the clockwise neighbor of $a$ along $\partial P$. Let $B_{a b}$ denote the bottom chain of $H_{a b}$ after removing its endpoints. For every vertex $v$ that lies between $f(a)$ and $f(b)$ in the
bottom chain of $H_{a b}$, we know that there cannot be a vertex $u$ of $P$ such that $f(u)=v$. As proved by Aronov et al. [2, Corollary 2.7.4], if there is a point $x$ on $\partial P$ whose farthest neighbor is $v$, then $x$ must lie on the open segment $(a, b)$. In other words, for any vertex $v$ of $B_{a b}$ such that $R(v) \neq \emptyset$, then $R(v) \cap \partial P \subset a b$. In fact, not only this Voronoi region is inside $H_{a b}$ when restricted to the boundary of $P$, but also $R(v) \subset H_{a b}$.

The next result follows trivially from Lemma 2.

Corollary 4 Let $v$ be a vertex of $B_{a b}$. If $R(v) \neq \emptyset$, then $R(v) \subset H_{a b}$.

Our objective is to compute $O\left(\left|H_{a b}\right|\right)$ apexed triangles that cover $H_{a b}$, each with its distance function, such that the upper envelope of these apex functions coincides with $F_{P}(x)$ restricted to $H_{a b}$ where it "matters". The same approach was already used by Pollack et al. in [11, Section 3]. Given a segment contained in the interior of $P$, they show how to compute a linear number of apexed triangles such that $F_{P}(x)$ coincides with the upper envelope of the corresponding apex functions in the given segment.

Let $T_{a}$ and $T_{b}$ be the shortest path trees in $H_{a b}$ from $a$ and $b$, respectively. For each vertex $v$ between $f(a)$ and $f(b)$, let $v_{a}$ and $v_{b}$ be the neighbors of $v$ in the paths $\pi(v, a)$ and $\pi(v, b)$, respectively. We say that a vertex $v$ is visible from $a b$ if $v_{a} \neq v_{b}$. For each visible vertex $v$, we obtain a triangle $\triangle_{v}$.

We further split $\triangle_{v}$ into a series of triangles with apex at $v$ as follows: Let $u$ be a child of $v$ in either $T_{a}$ or $T_{b}$. As noted by Pollack et al., $v$ can be of three types, either (1) $u$ is not visible from $a b$ (and is hence a child of $v$ in both $T_{a}$ and $T_{b}$ ); or (2) $u$ is visible from $a b$, is a child of $v$ only in $T_{b}$, and $v_{b} v u$ is a left turn; or (3) $u$ is visible from $a b$, is a child of $v$ only in $T_{a}$, and $v_{a} v u$ is a right turn.

Let $u_{1}, \ldots, u_{k-1}$ be the children of $v$ of type (2) sorted in clockwise order around $v$. Let $c(v)$ be the maximum distance from $v$ to any invisible vertex in the subtrees of $T_{a}$ and $T_{b}$ rooted at $v$; if no such vertex exists, then $c(v)=0$. Define a function $d_{l}(v)$ on each vertex $v$ of $H_{a b}$ in a recursive fashion as follows: If $v$ is invisible from $a b$, then $d_{l}(v)=c(v)$. Otherwise, let $d_{l}(v)$ be the maximum of $c(v)$ and $\max \left\{d_{l}\left(u_{i}\right)+\left|u_{i} v\right|\right.$ : $u_{i}$ is a child of $v$ of type (2) $\}$. Similarly we define a symmetric function $d_{r}(v)$ using the children of type (3) of $v$.

For each $1 \leq i \leq k-1$, extend the segment $u_{i} v$ past $v$ until it intersects $a b$ at a point $s_{i}$. Let $s_{0}$ and $s_{k}$ be the intersections of the extensions of $v v_{a}$ and $v v_{b}$ with the segment $a b$. We define then $k$ triangles contained in $\triangle_{v}$ as follows. For each $0 \leq i \leq k-1$, consider the triangle $\triangle\left(s_{i}, v, s_{i+1}\right)$ whose associated apexed (left) function is

$$
f_{i}(x)=|x v|+\max _{j>i}\left\{c(v),\left|v u_{j}\right|+d_{l}\left(u_{j}\right)\right\} .
$$

In a symmetric manner, we define a set of apexed triangles induced by the type (3) children of $v$ and their respective apexed (right) functions.

Let $g_{1}, \ldots, g_{r}$ and $\triangle_{1}, \ldots, \triangle_{r}$ respectively be an enumeration of all the generated apex functions and triangles such that $g_{i}$ is defined in the triangle $\triangle_{i}$. Note that for each $1 \leq i \leq r$, the triangle $\triangle_{i}$ has two vertices on the segment $a b$ and a third vertex, say $a_{i}$, called its apex such that for each $x \in \triangle_{i}$, $g_{i}(x)=\left|\pi\left(x, w_{i}\right)\right|$ for some vertex $w_{i}$ of $H_{a b}$. We refer to $w_{i}$ as the definer of $\triangle_{i}$. Intuitively, $\triangle_{i}$ defines a portion of the geodesic distance function from $w_{i}$ in a constant complexity region.

Lemma 5 Given a transition edge $a b$ of $P$, we can compute a set $\mathcal{A}_{a b}$ of $O\left(\left|H_{a b}\right|\right)$ apexed triangles in $O\left(\left|H_{a b}\right|\right)$ time with the property that for any point $p \in$ $P$ such that $f(p) \in B_{a b}$, there is an apexed function $g$ such that $g(p)=F_{P}(p)$.

## Inside the funnels of marked vertices

For each marked vertex $v \in M$ we have constructed the funnel $S_{v}\left(C_{v}\right)$ such that $v$ is the farthest neighbor of all vertices of $C_{v}$ other than its endpoints. We call $C_{v}=\left(u_{0}, \ldots, u_{k}\right)$ the main chain of $S_{v}\left(C_{v}\right)$ while $\pi\left(u_{k}, v\right)$ and $\pi\left(v, u_{0}\right)$ are referred to as the walls of the funnel.

Lemma 6 Let $x \in P$ such that $f(x)=v$ for some marked vertex $v \in M$. Then, it holds that $x \in$ $S_{v}\left(C_{v}\right)$.

As with the hourglass case, we need to split a funnel into $O\left(\left|S_{v}\left(C_{v}\right)\right|\right)$ apexed triangles that encode the distance function from $v$. To this end, we compute the shortest path tree $T_{v}$ of $v$ in $S_{v}\left(C_{v}\right)$ in $O\left(\left|S_{v}\left(C_{v}\right)\right|\right)$ time [6]. We consider the tree $T_{v}$ to be rooted at $v$ and assume that for each node $u$ of this tree we have stored the geodesic distance $|\pi(u, v)|$.

Start an Eulerian tour from $v$ walking in a clockwise order of the edges. Let Let $w_{1}$ be the first leaf of $T_{v}$ found, and let $w_{2}$ and $w_{3}$ be the next two vertices visited in the traversal. Two cases arise:

Case 1: $w_{1}, w_{2}, w_{3}$ makes a right turn. We define $s$ as the first point hit by the ray apexed at $w_{2}$ that shoots in the direction opposite to $w_{3}$. In this case, we construct the apexed triangle $\triangle\left(w_{2}, w_{1}, s\right)$ apexed at $w_{2}$ with apex function $g(x)=\left|x w_{2}\right|+\left|\pi\left(w_{2}, v\right)\right|$. We modify tree $T_{v}$ by removing the edge $w_{1} w_{2}$ and replacing the edge $w_{3} w_{2}$ by the edge $w_{3} s$.

Case 2: $w_{1}, w_{2}, w_{3}$ makes a left turn and $w_{1}$ and $w_{3}$ are adjacent, then if $w_{1}$ and $w_{3}$ lie on the same edge of $\partial P$, we construct an apexed triangle $\triangle\left(w_{2}, w_{1}, w_{3}\right)$ apexed at $w_{2}$ with apex function $g(x)=\left|x w_{2}\right|+\left|\pi\left(w_{2}, v\right)\right|$. Otherwise, let $s$ be the first point of the boundary of $S_{v}\left(C_{v}\right)$ hit by the ray shooting from $w_{3}$ in the direction opposite to $w_{2}$. We
construct an apexed triangle $\triangle\left(w_{2}, w_{1}, s\right)$ apexed at $w_{2}$ with apex function $g(x)=\left|x w_{2}\right|+\left|\pi\left(w_{2}, v\right)\right|$. We modify the tree $T_{v}$ by removing the edge $w_{1} w_{2}$ and adding the edge $w_{3} s$.

Lemma 7 The above procedure runs in $O\left(\left|S_{v}\left(C_{v}\right)\right|\right)$ time and computes $O\left(\left|S_{v}\left(C_{v}\right)\right|\right)$ interior disjoint apexed triangles such that their union covers $S_{v}\left(C_{v}\right)$. Moreover, for each point $x \in R(v)$ there is apex function $g(x)$ such that $g(x)=F_{P}(x)$.

## 5 Prune and search

With the tools introduced in the previous sections, we can proceed to give the prune and search algorithm to compute the geodesic center. The idea of the algorithm is to partition $P$ into $O(1)$ cells, determine on which cell of $P$ the center lies and recurse on that cell as a new subproblem with smaller complexity.

Let $\tau$ be the set all apexed triangles computed in previous sections. Lemmas 5 and 7 directly provide a $O(n)$ bound on the complexity of $\tau$.

Let $\phi(x)$ be the upper envelope of the apex functions of every triangle in $\tau$ (i.e., $\phi(x)=\max \left\{g_{i}(x)\right.$ : $\left.\left.g_{i}(x) \in \tau, x \in \triangle_{i}\right\}\right)$. Lemmas 5 and 7 imply that the $O(n)$ apexed triangles of $\tau$ not only cover $P$, but their apex functions suffice to reconstruct the function $F_{P}(x)$. That is, for each $p \in P, \phi(p)=F_{P}(p)$.

Given a chord $C$ of $P$, a half-polygon of $P$ is one of the two simple polygons in which $C$ splits $P$. A 4 -cell of $P$ is a simple polygon obtained as the intersection of at most four half-polygons. Because a 4 -cell is the intersection of geodesically convex sets, it is also geodesically convex.

Let $R$ be a 4 -cell of $P$ and let $\tau_{R}$ be the set of apexed triangles of $\tau$ that intersect $R$. Let $m_{R}=$ $\max \left\{|R|,\left|\tau_{R}\right|\right\}$. Recall that, by construction of the apexed triangles, for each triangle of $\tau_{R}$ at least one and at most two of its boundary segments is a chord of $P$. Let $\mathcal{C}$ be the set containing all chords that belong to the boundary of a triangle of $\tau_{R}$. Therefore, $\left|\tau_{R}\right| \leq|\mathcal{C}| \leq 2\left|\tau_{R}\right|$.

To construct an $\varepsilon$-net of $\mathcal{C}$, we need some definitions (for more information on $\varepsilon$-nets refer to [9]). Let $\varphi$ be the set of all open 4-cells of $P$. For each $t \in \varphi$, let $\mathcal{C}_{t}=\{C \in \mathcal{C}: C \cap t \neq \emptyset\}$ be the set of chords of $\mathcal{C}$ induced by $t$. Finally, let $\varphi_{\mathcal{C}}=\left\{\mathcal{C}_{t}: t \in \varphi\right\}$ be the family of subsets of $\mathcal{C}$ induced by $\varphi$.

Let $\varepsilon>0$ (the exact value of $\varepsilon$ will be specified later). Consider the range space $\left(\mathcal{C}, \varphi_{\mathcal{C}}\right)$ defined by $\mathcal{C}$ and $\varphi_{\mathcal{C}}$. Because the VC-dimension of this range space is finite, we can compute an $\varepsilon$-net $N$ of $\left(\mathcal{C}, \varphi_{\mathcal{C}}\right)$ in $O(n)$ time [9]. The size of $N$ is $O\left(\frac{1}{\varepsilon} \log \frac{1}{\varepsilon}\right)=O(1)$ and its main property is that any 4 -cell that does not intersect a chord of $N$ will intersect at most $\varepsilon|\mathcal{C}|$ chords of $\mathcal{C}$.

Observe that $N$ partitions $R$ into $O(1)$ subpolygons (not necessarily 4 -cells). We further refine this partition by performing a 4 -cell decomposition. That is, we shoot vertical rays up and down from each endpoint of $N$, and from the intersection point of any two segments of $N$. Overall, this partitions $R$ into $O(1)$ 4-cells such that each either $(i)$ is a convex polygon contained in $P$ of at most four vertices, or otherwise (ii) contains some chain of $\partial P$. Since $|N|=O(1)$, the whole decomposition can be computed in $O\left(m_{R}\right)$ time.

In order to determine which 4 -cell contains the geodesic center of $P$, we extend each edge of a 4-cell to a chord $C$. We then use the chord-oracle from Pollack et al. [11, Section 3] to decide which side of $C$ contains $c_{P}$. Since this oracle runs in time proportional to the number of functions defined on $C$, we can decide in total $O\left(m_{R}\right)$ time on which side of $C$ the geodesic center of $P$ lies. Since our decomposition into 4 -cells has constant complexity, $O(1)$ calls are needed to determine the 4 -cell $R^{\prime}$ containing the geodesic center of $P$. Since $N$ is a $\varepsilon$-net, we know that at most $\varepsilon|\mathcal{C}|$ chords of $\mathcal{C}$ will intersect $R^{\prime}$.

Using a similar argument, we can show that the complexity of $R^{\prime}$ also decreases: each vertex of $R^{\prime}$ must be in at least one apexed triangle of $\tau_{R}$. By construction, each apexed triangle can cover at most three vertices. By the pigeonhole principle we conclude that $R^{\prime}$ can have at most $6 \varepsilon m_{R}$ vertices. Thus, if we choose $\varepsilon=1 / 12$, we guarantee that both the size of the 4-cell $R^{\prime}$ and the number of apexed triangles in $\tau_{R^{\prime}}$ are at most $m_{R} / 2$.

We proceed recursively on $R^{\prime}$, and obtain that after $O\left(\log m_{R}\right)$ iterations, we reduce the size of either $\tau_{R}$ or $R^{\prime}$ to constant. In the former case, the minimum of $F_{P}(x)$ can be found by explicitly constructing function $\phi$ in $O(1)$ time. In the latter case, we triangulate $R^{\prime}$ and apply the chord-oracle to determine which triangle will contain $c_{P}$.

Thus, in order to complete the algorithm it remains to show how to find the geodesic center of $P$ for the case in which $R^{\prime}$ is a triangle. Recall that $\phi(x)$ denotes the upper envelope of the apex functions of the triangles in $\tau$, and the geodesic center is the point that minimizes $\phi$. The key observation is that, as it happened with chords, the function $\phi(x)$ restricted to $R^{\prime}$ is convex. Following the approach of Meggido [10], we transform our problem into an equivalent optimization problem in $\mathbb{R}^{3}$ (by lifting the apexed functions).

We use a prune and search approach similar to the previous one: pair the functions arbitrarily, and consider the set of $m / 2$ bisectors defined by these pairs. For some constant $r$, compute a $1 / r$-cutting, and determine in which of the regions contains the minimum. At least $(r-1) m / 2 r$ separating planes do not intersect this constant size region, and for each of them we can discard one of the constraints. The main difficulty is
that apex functions are only defined in a triangular domain. In particular, the bisector between two such functions is not properly defined. Details are omitted.

The following theorem summarizes the results presented in this paper.

Theorem 8 We can compute the geodesic center of any simple polygon $P$ of $n$ vertices in $O(n)$ time.
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# Computing the $s$-kernel of Orthogonal Polygons* 

Leonidas Palios ${ }^{\dagger}$


#### Abstract

Two points $p, q$ of an orthogonal polygon $P$ are $s$-visible from one another if there exists a staircase path (i.e., an $x$ - and $y$-monotone chain of horizontal and vertical line segments) from $p$ to $q$ that lies in $P$. The $s$-kernel of $P$ is the (possibly empty) set of points of $P$ from which all points of $P$ are $s$-visible.

We are interested in the problem of computing the $s$-kernel of a given orthogonal polygon (on $n$ vertices) possibly with holes. The problem has been considered by Gewali [1] who described an $O(n)$-time algorithm for orthogonal polygons without holes and an $O\left(n^{2}\right)$ time algorithm for orthogonal polygons with holes. The problem is a special case of the problem considered by Schuierer and Wood [3], whose work implies an $O(n)$-time algorithm for orthogonal polygons without holes and an $O\left(n \log n+h^{2}\right)$-time algorithm for orthogonal polygons with $h \geq 1$ holes.

In this paper, we give a simple output-sensitive algorithm for the problem. For an $n$-vertex orthogonal polygon $P$ that has $h$ holes, our algorithm runs in $O(n+h \log h+k)$ time where $k=O\left(1+h^{2}\right)$ is the number of connected components of the $s$-kernel of $P$. Moreover, a modified version of our algorithm enables us to compute the number $k$ of connected components of the $s$-kernel in $O(n+h \log h)$ time.


## 1 Introduction

A polygon is orthogonal if its edges are either horizontal or vertical; an edge $e$ of such a polygon is a N-edge (S-edge, E-edge, and W-edge, resp.) if the outward-pointing normal vector to $e$ is directed towards the North (South, East, and West, resp.); see Figure 1(left). Of particular importance are the dents, i.e., edges whose endpoints are reflex vertices of the polygon, characterized as N-dents, S-dents, E-dents, and W-dents (see Figure 1(left)); the dents are a measure of non-convexity of an orthogonal polygon.

A set of points is $x$-monotone ( $y$-monotone, resp.)

[^1]

Figure 1: (left) Illustration of the main definitions (the portions of the polygon not $s$-visible from $p$ are shown dark); (right) the $s$-star of $p$ with its $s$-kernel shown darker.
if its intersection with any line perpendicular to the $x$-axis ( $y$-axis, resp.) is a connected set. A staircase path is a chain of horizontal and vertical segments that is both $x$ - and $y$-monotone. Then, two points $p, q$ of an orthogonal polygon $P$ are $s$-visible from one another if there exists a staircase path from $p$ to $q$ that lies in $P$ (see Figure 1(left)). The $s$-kernel of $P$ is the (possibly empty) set of points of $P$ from which all points of $P$ are $s$-visible. An orthogonal polygon is an $s$-star if it has non-empty $s$-kernel. Note that an $s$-star may have holes (see Figure 1(right)).

Visibility problems are closely related to reachability and to covering problems. The $s$-kernel of a polygon is the set of points from which all other points of the polygon can be reached by means of $x$ - and $y$-monotone paths. So, if a robot restricted to move parallel to the coordinate axes "guards" a point $p$ in an orthogonal polygon provided that it can get to $p$ along a monotone path, then the polygons that can be "guarded" are those with non-empty $s$-kernel. Additionally, because the $s$-stars may be highly non-convex (see Figure 1(right)), a minimum cover of an orthogonal polygon using $s$-stars (see [2] for an algorithm) is expected to involve a smaller number of pieces compared to other minimum covers.

Gewali [1] has considered the problem of computing the $s$-kernel of an orthogonal polygon; he described an $O(n)$-time algorithm for an $n$-vertex orthogonal polygon without holes and an $O\left(n^{2}\right)$-time algorithm for orthogonal polygons with holes. Gewali also showed that the latter algorithm is worst-case optimal since the $s$-kernel of an orthogonal polygon with holes may be of $\Theta\left(n^{2}\right)$ size, and used it to give an $O(n \log n)$ time algorithm for recognizing whether an orthogonal


Figure 2: Illustration of the notation for a hole $H$ (the subchain $\vartheta H_{N E}$ is point $q$; no $\vartheta H_{W W}, \vartheta H_{S S}$ exist).
polygon with holes is an $s$-star. Schuierer and Wood [3] studied the notion of $\mathcal{O}$-visibility, that is, visibility along a set $\mathcal{O}$ of orientations and gave an $O(n \log |\mathcal{O}|)$ time and an $O(n(\log |\mathcal{O}|+\log n)+h(|\mathcal{O}|+h))$-time algorithm for the computation of the $\mathcal{O}$-kernel of a simple polygon and of a polygon with $h$ holes, respectively. Their algorithms imply $O(n)$-time and $O\left(n \log n+h^{2}\right)$-time algorithms for the $s$-kernel of a simple orthogonal polygon and of an orthogonal polygon with $h \geq 1$ holes, respectively.

In this paper, we present a simple output-sensitive $O(n+h \log h+k)$-time and $O(n)$-space algorithm for computing the $s$-kernel of an orthogonal polygon having $n$ vertices, $h \geq 0$ holes, and an $s$-kernel consisting of $k=O\left(1+h^{2}\right)$ connected components. The algorithm also enables us to count the number $k$ of connected components of the $s$-kernel of such a polygon in $O(n+h \log h)$ time using $O(n)$ space (i.e., without computing the $s$-kernel), and thus we can determine if an orthogonal polygon is an $s$-star in the same time and space complexity.

## 2 Theoretical Framework

For an edge $e$ of an orthogonal polygon $P$, let $D_{e}$ be a small enough disk centered at the midpoint of $e$; we define the in-halfplane of $e$ as the closed halfplane that is defined by the line supporting $e$ and contains $D_{e} \cap P$. An orthogonal polygon is orthogonally convex if it is both $x$-monotone and $y$-monotone. It easily follows that a polygon is orthogonally convex if and only if it has no dents.

Notation: Let $D$ be an orthogonal polygon or a hole in an orthogonal polygon. Then, we define:
$\vartheta D: \quad$ the boundary of $D$;
$B \operatorname{Box}(D)$ : the smallest axis-parallel rectangle containing $D$.

Additionally, for a hole $H$, we have:
$S_{=}(H)$ : the smallest open horizontal strip containing the interior of $H$;


Figure 3: For Lemma1(ii): if $\vartheta H_{N W}$ contains a S-dent or an W-dent, then no point of the quadrant $Q_{S W}(H)$ belongs to the $s$-kernel of $P$.
$S_{\|}(H)$ : the smallest open vertical strip containing the interior of $H$;
$Q_{N W}(H)$ : the closed quadrant that is the complement of the union of the interiors of the inhalfplanes of the top and left edges of the rectangle $B B o x(H)$ (see Figure 2) - similarly, we define $Q_{N E}(H), Q_{S W}(H)$, and $Q_{S E}(H)$;
$\vartheta H_{N W}$ : the part of the boundary of $H$ in counterclockwise direction from the leftmost among the points of $H$ with maximum $y$-coordinate to the topmost among the points of $H$ with minimum $x$-coordinate (see Figure 2) - similarly, we define $\vartheta H_{N E}, \vartheta H_{S W}$, and $\vartheta H_{S E}$;
$\vartheta H_{N N}$ : let $p, q$ be the leftmost and rightmost, resp., vertices of $H$ with maximum $y$-coordinate; if $p, q$ are adjacent in $H$ then no $\vartheta H_{N N}$ exists; otherwise, if $p^{\prime}\left(q^{\prime}\right.$, resp.) is the other endpoint of the horizontal edge incident on $p$ ( $q$, resp.), $\vartheta H_{N N}$ is the part of the boundary of $H$ connecting $p^{\prime}$ and $q^{\prime}$ after the edges $p p^{\prime}$ and $q q^{\prime}$ have been removed (see Figure 2) - similarly, we define $\vartheta H_{W W}, \vartheta H_{S S}$, and $\vartheta H_{E E}$.

The following lemma provides important properties of the $s$-kernel of orthogonal polygons with holes.

Lemma 1 Let $H$ be a hole of an orthogonal polygon $P$. Then:
(i) No point of the strips $S_{=}(H)$ and $S_{\|}(H)$ belongs to the $s$-kernel of $P$.
(ii) If $\vartheta H_{N W}$ is not a single point, then no point of the quadrant $Q_{S E}(H)$ belongs to the $s$-kernel of P. Moreover:
if $\vartheta H_{N W}$ contains a $S$-dent or an $W$-dent, then no point of the quadrant $Q_{S W}(H)$ belongs to the $s$-kernel of $P$;
if $\vartheta H_{N W}$ contains a $N$-dent or an E-dent, then no point of the quadrant $Q_{N E}(H)$ belongs to the $s$-kernel of $P$;
if $\vartheta H_{N W}$ contains a $N$-dent or an $W$-dent, then no point of the quadrant $Q_{N W}(H)$ belongs to the $s$-kernel of $P$.
Similar results hold for the boundary subchains $\vartheta H_{N E}, \vartheta H_{S W}$, and $\vartheta H_{S E}$.
(iii) If the boundary of $H$ contains a subchain $\vartheta H_{N N}$, then no point of the quadrants $Q_{S W}(H) \cup$ $Q_{S E}(H)$ belongs to the s-kernel of $P$. Moreover: if $\vartheta H_{N N}$ contains a $N$-dent or an E-dent, then no point of the quadrant $Q_{N E}(H)$ belongs to the $s$-kernel of $P$;
if $\vartheta H_{N N}$ contains a $N$-dent or an $W$-dent, then no point of the quadrant $Q_{N W}(H)$ belongs to the $s$-kernel of $P$.
Similar results hold for the boundary subchains $\vartheta H_{W W}, \vartheta H_{S S}$, and $\vartheta H_{E E}$.

The above lemma implies that for a hole $H$ of the given orthogonal polygon $P$, points of the $s$-kernel of $P$ belong to all, some, or none of the four quadrants $Q_{N W}(H), Q_{N E}(H), Q_{S W}(H)$, and $Q_{S E}(H)$.

The algorithm of Gewali [1] computes the $s$-kernel of a simple orthogonal polygon $P$ by intersecting $P$ with the in-halfplanes of the lowermost N-dent, the rightmost W-dent, the topmost S-dent, and the leftmost E-dent. This implies the following result.

Lemma 2 Let $P$ be an orthogonal polygon without holes that has $n$ vertices. The s-kernel of $P$ is an orthogonally convex orthogonal polygon of $O(n)$ size.

## 3 Computing the $s$-Kernel

Let $P$ be an orthogonal polygon. As in [3], we compute the $s$-kernel $A$ of $P$ ignoring the holes in $P$, which we intersect with the external $s$-kernel of each of $P$ 's holes. In order to compute the external $s$-kernel of a hole, we process it determining its horizontal and vertical strips and quadrants not containing points of the $s$-kernel of $P$ (as described in Lemma 1); then, the intersection of their external $s$-kernels is the complement of the union of the collected strips and quadrants. Note that in order to get a fast algorithm, we do not intersect the complements of the horizontal and vertical strips; instead, we process each horizontal strip $I$ containing points of the $s$-kernel and determine the $s$-kernel components (if any) in $I$ taking into account the vertical strips. A detailed description of the algorithm is given in Algorithm $s$-Kernel below.

The correctness of Algorithm $s$-Kernel follows from Lemma 1 and the fact that the $s$-kernel of $P$ is indeed the intersection of polygon $A$ (see Step 1) with the complement of the union of the collected strips and quadrants from the holes of $P$.

```
Algorithm \(s\) - \(\operatorname{KERNEL}(P)\)
Input : an orthogonal polygon \(P\) possibly with holes
Output: the \(s\)-kernel of \(P\)
```

1. compute the $s$-kernel $A$ of the orthogonal polygon bounded only by $P$ 's outer boundary component; if $P$ has no holes
then return $A$ as the $s$-kernel of $P$; exit;
let $x_{\text {min }}, x_{\text {max }}, y_{\min }, y_{\max }$ be the extreme values of $x$ - and $y$-coordinates of the bounding rectangle $B B o x(A)$ of $A$;
2. process the holes of $P$ to determine the (open) strips and (closed) quadrants that do not contain points of the $s$-kernel of $P$ (see Lemma 1);
if all 4 quadrants $Q_{N W}(H), Q_{N E}(H), Q_{S W}(H)$, $Q_{S E}(H)$ of a hole $H$ do not contain points of the $s$-kernel of $P$
then $\operatorname{print}($ "The $s$-kernel of $P$ is empty."); exit;
let $\mathcal{C}_{\| \mid}\left(\mathcal{C}_{=}, \mathcal{C}_{Q}\right.$, resp.) be the set of vertical strips (horizontal strips, quadrants, resp.) not containing points of the $s$-kernel of $P$;
3. $\left\{\right.$ process the strips in $\mathcal{C}_{\|}$and $\left.\mathcal{C}_{=}\right\}$
compute the union of the vertical strips in $\mathcal{C}_{\|}$, clip it about the range $\left[x_{\text {min }}, x_{\max }\right]$, and store it in an $x$-ordered array $M_{\| \mid}$of alternating closed "in"-strips (containing points of the $s$-kernel) and open "out"-strips (not containing points of the $s$ kernel);
work similarly for the horizontal strips in $\mathcal{C}_{=} \mathrm{u}-$ sing the range $\left[y_{\text {min }}, y_{\text {max }}\right]$;
4. $\left\{\right.$ process the quadrants in $\left.\mathcal{C}_{Q}\right\}$
compute the union $U_{Q}$ of all the quadrants in $\mathcal{C}_{Q}$, and clip its complement about the boundary of the polygon $A$ computed in Step 1;
5. for each polygon $B_{j}$ in the clipped complement of $U_{Q}$ in $y$-order do
for each horizontal "in"-strip $I$ intersecting $B_{j}$ in $y$-order do
compute the boundary $\vartheta B_{j}(I)=\vartheta B_{j} \cap I$; locate a leftmost point of $\vartheta B_{j}(I)$ in the vertical strips array $M_{\|}$;
walk on $\vartheta B_{j}(I)$ and in $M_{\|}$until a rightmost point of $\vartheta B_{j}(I)$ is found, printing each polygon (if any) contributed by $B_{j} \cap I$ and each "in"-strip of $M_{\|}$;
(Note that the clipped complement of the union $U_{Q}$ at the completion of Step 4 does not contain its entire boundary; it contains the edges that resulted from the clipping about $A$ but it does not contain the edges that resulted from the quadrants in $\mathcal{C}_{Q}$.)

Time and Space Complexity. Let $n$ and $h$ be the number of vertices and holes of the input orthogonal polygon $P$. We prove the following lemma.

Lemma 3 (i) Each halfline bounding a quadrant in $\mathcal{C}_{Q}$ contributes at most one edge to the polygons forming the complement of the union $U_{Q}$ of all the quadrants in $\mathcal{C}_{Q}$.
(ii) The clipped complement of $U_{Q}$ computed upon completion of Step 4 consists of $O(h)$ horizontally and vertically separated (i.e., no horizontal or vertical line intersects two of them) orthogonally convex orthogonal polygons of $O(n)$ total size.

The computation of the $s$-kernel in Step 1 takes $O(n)$ time [1] and so does the entire Step 1. Step 2 takes $O(n)$ time as well by traversing the boundary of each of the $h$ holes of $P$ and applying Lemma 1. The processing of the $h$ vertical strips in $\mathcal{C}_{\| \mid}$in Step 3 can be completed in $O(h \log h)$ time by sorting them by non-decreasing left side and then processing them from left to right; similarly, the processing of the horizontal strips in $\mathcal{C}=$ takes $O(h \log h)$ time. In Step 4, we sort the quadrants in $y$-order in $O(h \log h)$ time and compute the right-bounding line of the union of quadrants $Q_{N W}\left(H_{i}\right)$ and $Q_{S W}\left(H_{i^{\prime}}\right)$ in $\mathcal{C}_{Q}$ and the left-bounding line of the union of quadrants $Q_{N E}\left(H_{i}\right)$ and $Q_{S E}\left(H_{i^{\prime}}\right)$ in $O(h)$ time. The complement of these unions is clipped about polygon $A$ and by traversing their boundaries from top to bottom we compute the clipped complement of $U_{Q}$ in $O(n)$ time. In total, Step 4 takes $O(n+h \log h)$ time. For Step 5 , let $t_{j}$ be the number of horizontal "in"-strips intersecting polygon $B_{j}$. Because the polygons in the clipped complement of $U_{Q}$ are horizontally separated (Lemma 3(ii)), then any other polygon may be intersected only by the topmost or bottommost of these $t_{j}$ "in"-strips. Then, the number of pairs of polygons and "in"-strips considered is $\sum_{j} t_{j}=\sum_{j} 2+\sum_{j}\left(t_{j}-2\right)=O(h)$ since the numbers of polygons and "in"-strips are both $O(h)$. Thus, if the $s$-kernel of $P$ has $k$ conn. components, Step 5 takes $O(n+h \log h+k)$ time by using binary search for locating leftmost points. Therefore:

Theorem 4 Let $P$ be an orthogonal polygon having $n$ vertices and $h=O(n)$ holes. Algorithm $s$-Kernel computes the $s$-kernel of $P$ in $O(n+h \log h+k)$ time using $O(n)$ space where $k$ is the number of connected components of the $s$-kernel of $P$.

## 4 Number of Components of the $s$-Kernel

Algorithm $s$-Kernel can be modified to help us compute the number $k=O\left(1+h^{2}\right)$ of connected components of the $s$-kernel of a given orthogonal polygon $P$; it suffices to modify Step 1 so that if $P$ has no holes it returns 0 if $A$ is empty and 1 otherwise, Step 2 to
return 0 if the $s$-kernel is found empty, and Step 5 as follows: for each polygon $B_{j}$ and each horizontal "in"strip $I$ intersecting $B_{j}$, we compute a leftmost point $a$ and a rightmost point $z$ of the boundary of $B_{j}$ in $I$, and locate them in the vertical strips array $M_{\|}$; then, depending on the indices of the strips to which $a, z$ belong and whether they are "in"- or "out"-strips, we compute the number $\kappa\left(B_{j}, I\right)$ of "in"-strips (if any) between (and including) the strips of $a$ and of $z$. The total number of components of the $s$-kernel of $P$ is the sum of all the computed $\kappa\left(B_{j}, I\right)$.

The correctness of the modified algorithm follows immediately from the fact that for each polygon $B_{j}$ and each horizontal "in"-strip $I$, each"in"-strip between (and including) $a$ and $z$ contributes a separate component to the $s$-kernel of $P$. The complexity analysis of Step 5 of Algorithm $s$-Kernel and the fact that $\kappa\left(B_{j}, I\right)$ can be computed in constant time imply that the modified Step 5 takes $O(n+h \log h)$ time.

The modified algorithm readily implies an algorithm to recognize whether a polygon $P$ is an $s$-star (i.e., its $s$-kernel consists of at least 1 component) or not. A simpler version that does not compute the number $k$ of components simply checks in Step 5 whether $a, z$ fall in the same vertical "out"-strip of $M_{\| \mid}$; if they don't, then there exists a point in $B_{j} \cap I$ belonging to the $s$-kernel of $P$ and hence $P$ is an $s$-star (the algorithm can be augmented to return such a point as a certificate of its decision). If the above condition for $a, z$ does not hold for all polygons $B_{j}$ and "in"-strips $I$, then $P$ is not an $s$-star. In summary:

Theorem 5 Let $P$ be an orthogonal polygon having $n$ vertices and $h=O(n)$ holes. The described modified algorithm computes the number of conn. components of the $s$-kernel of $P$ in $O(n+h \log h)$ time using $O(n)$ space. Moreover, it can be decided whether $P$ is an $s$-star in the same time and space complexity.

## 5 Open Problems

We leave as open problems the study of the complexity status of the $s$-star recognition problem (i.e., can there be an algorithm running in $o(n+h \log h)$ time or is there an $\Omega(n+h \log h)$ lower bound?) and of extensions of the problem to 3-dimensional space.
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#### Abstract

Given a set $P$ of $n$ points in the plane in general position, we generalize the rectilinear convex hull of $P, \mathcal{R} \mathcal{H}(P)$, to the $\mathcal{O}_{\beta}^{2}$-convex hull of $P$, denoted by $\mathcal{O}_{\beta}^{2} \mathcal{H}(P)$, where the directions of two oriented lines, used as coordinate axes, form an angle $\beta \in[0, \pi]$. We show: (i) How this hull can be computed and maintained while $\beta$ changes in $[0, \pi]$, and (ii) How to determine the angle $\beta$ for which $\mathcal{O}_{\beta}^{2} \mathcal{H}(P)$ maximizes its area or minimizes its perimeter. Our algorithms run in optimal $\Theta(n \log n)$ time and $O(n)$ space.


## 1 Introduction

All the point sets $P$ considered in this paper will be assumed in general position and such that no two elements of $P$ lie on a horizontal line. Let $\mathcal{O}^{k}$ be a set of $k$ lines in the plane through a common point. A region $R$ in the plane is called $\mathcal{O}^{k}$-convex if its intersection with any line parallel to one in $\mathcal{O}^{k}$ is either empty or connected, see [4, 7].

Ottmann et al. [5] consider $k=2$ with horizontal and vertical lines, showing how to compute the socalled rectilinear convex hull of $P$, denoted by $\mathcal{R} \mathcal{H}(P)$, in optimal $\Theta(n \log n)$ time and $O(n)$ space. Rotating the set of two lines makes $\mathcal{R H}(P)$ change and the rotation for which $\mathcal{R H}(P)$ has minimum area was obtained in [1], in optimal $\Theta(n \log n)$ time and $O(n)$ space. See [2] for a generalization.

Here we also consider the case $k=2$, with a set $\mathcal{O}^{2}$ composed of a horizontal line (oriented from left to right) and a second line (oriented from bottom to top) forming an angle $\beta$ with the horizontal, see Figure 1 (left). Hence, we may denote $\mathcal{O}^{2}$ as $\mathcal{O}_{\beta}^{2}$.

[^2]Following Ottmann [5], we define the $\mathcal{O}_{\beta}^{2}$-convex hull of a point set $P$ as the intersection of all the connected supersets of $P$ which are $\mathcal{O}_{\beta}^{2}$-convex, see Figure 1 (right). The $\mathcal{O}_{\beta}^{2}$-convex hull of a point set $P$ will be denoted as $\mathcal{O}_{\beta}^{2} \mathcal{H}(P)$. In this paper we show algorithms for: (i) Computing and maintaining $\mathcal{O}_{\beta}^{2} \mathcal{H}(P)$ while $\beta$ changes in $[0, \pi]$, and (ii) finding an angle $\beta \in[0, \pi]$ such that the area of $\mathcal{O}_{\beta}^{2} \mathcal{H}(P)$ is maximized or the (non-zero) perimeter of $\mathcal{O}_{\beta}^{2} \mathcal{H}(P)$ is minimized. Our algorithms run in $\Theta(n \log n)$ time and $O(n)$ space.


Figure 1: left: Example of $\mathcal{O}^{2}$. right: Example of $\mathcal{O}_{\beta}^{2} \mathcal{H}(P)$.

Let $\mathcal{D}=\{0, \beta, \pi, \pi+\beta\}$. Consider two consecutive elements $o_{1}$ and $o_{2}$ in $\mathcal{D}$, in the counterclockwise order, and a point $p$ on the plane. The stabbing $\mathcal{O}_{\beta}^{2}$-wedge associated to $o_{1}, o_{2}$ with apex $p$ is the open region bounded between two rays emanating from $p$ with orientations $o_{1}$ and $o_{2}$, respectively. Note that every point $p$ in the plane is the apex of four stabbing $\mathcal{O}_{\beta}^{2}$-wedges; top-left, top-right, bottom left, and bottom-right. See Figure 1 (left).

Proposition 1 ([2]) Let $\mathcal{W}$ be the set of all stabbing $\mathcal{O}_{\beta}^{2}$-wedges of the plane containing no elements of $P$. The $\mathcal{O}_{\beta}^{2}$-convex hull of $P$ is $\mathcal{O}_{\beta}^{2} \mathcal{H}(P)=\mathbb{R}^{2}-\bigcup_{w \in \mathcal{W}} w$.

## 2 Computing and maintaining $\mathcal{O}_{\beta}^{2} \mathcal{H}(P)$

Based on Proposition 1, in order to compute $\mathcal{O}_{\beta}^{2} \mathcal{H}(P)$ we focus on the maximal stabbing $\mathcal{O}_{\beta}^{2}$-wedges containing no elements of $P$.
Moreover, for a point set $P$ and a pair of lines $\mathcal{O}_{\beta}^{2}$ we define four staircase polygonal lines, as follows: The top-right $\beta$-staircase is the following sector of the boundary of the region obtained by removing from
the plane all the top-right $\mathcal{O}_{\beta}^{2}$-wedges containing no element of $P$ : It starts at the top element of $P$ and ends at the element of $P$ which is the rightmost one with respect to the non-horizontal line in $\mathcal{O}_{\beta}^{2}$. In a similar way we can define the top-left, bottom-left, and the bottom-right $\beta$-staircases of $P$.

In the sample $\mathcal{O}_{\beta}^{2}$-hull of Figure 1, the dotted lines are the directions of the oriented lines in $\mathcal{O}_{\beta}^{2}$ that are used as coordinate axes. Notice that the topleft $\beta$-staircase is just a point, and that $\mathcal{O}_{\beta}^{2} \mathcal{H}(P)$ is disconnected because of the intersections (the regions bounded by dashed lines) between the top-right and bottom-left $\beta$-staircases.

### 2.1 Maintaining the top-right staircase of $P$

We now show how to construct and maintain the topright $\beta$-staircase of $P$ as the angle $\beta$ runs from 0 to $\pi$. Start by sorting, in $O(n \log n)$ time, the $n$ points of $P$ from bottom to top, and relabel and place them in this order in a list $\mathcal{L}=\left\{p_{1}, \ldots, p_{n}\right\}$.

For each $p_{i}, i=2, \ldots, n-1$, compute the angles $\alpha_{i}^{\mathrm{a}}, \alpha_{i}^{\mathrm{b}}, \alpha_{i}^{\mathrm{c}}$, and $\alpha_{i}^{\mathrm{d}}$ as shown in Figure 2. Note that for $p_{1}$ and $p_{n}$ only two of these angles are defined. All these angles can be computed in $O(n)$ time. Notice that for an small enough initial value of $\beta$, all the elements of $P$ belong to the top-right $\beta$-staircase of $P$ and therefore, $\mathcal{O}_{\beta}^{2} \mathcal{H}(P)=P$.


Figure 2: The four angles $\alpha_{i}^{\mathrm{a}}, \alpha_{i}^{\mathrm{b}}, \alpha_{i}^{\mathrm{c}}$, and $\alpha_{i}^{\mathrm{d}}$ for the point $p_{i}$ of $P$.

We observe next that, as the value of $\beta$ increases, the first element of $\mathcal{L}$ to drop from the list is the $p_{i}$ with the smallest angle $\alpha_{i}^{d}$. Thus, when $\beta$ reaches $\alpha_{i}^{d}$, $p_{i}$ leaves $\mathcal{L}$. Since $p_{i}$ is no longer considered, we must update the angle of the predecessor $p_{i-1}$ of $p_{i}$ in $\mathcal{L}$ to be the angle between the horizontal line through $p_{i-1}$ and the segment joining $p_{i-1}$ to $p_{i+1}$. In a recursive way, if we have removed several elements of $\mathcal{L}$, the next element $p_{j}$ to be eliminated is that with the smallest $\alpha_{j}^{d}$. This can be obtained in logarithmic time using a priority queue. See Figure 3.

Hence, the total time complexity of calculating and maintaining the top-right $\beta$-staircase of $P$ as $\beta$ increases from 0 to $\pi$ is $O(n \log n)$ and using linear


Figure 3: Portion of the top-right staircase for three values of $\beta$, before, at, and after the event $\beta=\alpha_{i}^{\mathrm{d}}$.
space. At the end, when $\beta=\pi$, the only element remaining in $\mathcal{L}$ is the top point $p_{n}$.

The top-left, bottom-left, and the bottom-right $\beta$ staircases of $P$ can be computed and maintained in a similar way. The four $\beta$-staircases of $P$ can be maintained simultaneously, as $\beta$ goes from 0 to $\pi$, in $O(n \log n)$ time and $O(n)$ space.

Lemma $1 \mathcal{O}_{\beta}^{2} \mathcal{H}(P)$ for $\beta \in[0, \pi]$ can be maintained for $\beta \in[0, \pi]$ in $O(n \log n)$ time and $O(n)$ space.

Proof. In order to maintain the boundary of $\mathcal{O}_{\beta}^{2} \mathcal{H}(P)$ for $\beta \in[0, \pi]$, apart from the four $\beta$-staircases of $P$ we also need the sequence of the overlap-events which define when overlaps of $\mathcal{O}_{\beta}^{2} \mathcal{H}(P)$ finish. Initially, for $\beta$ slightly greater than zero, consecutive points of $P$ in the $y$-coordinate order define a very large overlap, whose area will decrease until reaching zero when the corresponding opposite wedges cease to intersect. In order to know when this happens, we need to maintain the current pairs of points which define the opposite wedges determining the overlap, updating them as in Figure 3, and focusing on the two points on rays with the direction of the non-horizontal line in $\mathcal{O}_{\beta}^{2}$. See Figure 5. The overlap finishes when $\beta$ reaches the angle $\gamma$ between the horizontal and the line through those two points.

The cost of this update is constant, once we know which point is to be changed. Nevertheless, we also need: (i) To maintain the list of the angles $\gamma$ for all the current overlaps and (ii) To compute the minimum of this list, just to know which is the next overlap-event of ending-overlap. The cost of these updates is at most $O(\log n)$ time per insertion/deletion per point in $P$, each time such an overlap-event occurs. Since the number of these overlap-events is linear, the total cost is $O(n \log n)$ time.

Standard techniques (refer to Chapter 4 in [6]) allow to obtain the boundary of $\mathcal{O}_{\beta}^{2} \mathcal{H}(P)$ in total $O(n \log n)$ time and $O(n)$ space. Furthermore, this time complexity of the algorithm is optimal, since given $\mathcal{O}_{\beta}^{2} \mathcal{H}(P)$ we can compute in linear time
$\mathcal{C H}\left(\mathcal{O}_{\beta}^{2} \mathcal{H}(P)\right)=\mathcal{C H}(P)$ and the computation of the usual convex hull $\mathcal{C H}(P)$ is in $\Omega(n \log n)$.

From the discussion above we get:
Theorem $2 \mathcal{O}_{\beta}^{2} \mathcal{H}(P)$ can be computed and maintained for $\beta \in[0, \pi]$ in $\Theta(n \log n)$ time and $O(n)$ space. The numbers of edges and connected components of $\mathcal{O}_{\beta}^{2} \mathcal{H}(P)$ for $\beta \in[0, \pi]$ can also be computed and maintained in the same running time and space.

## 3 Optimizing the area and perimeter of $\mathcal{O}_{\beta}^{2} \mathcal{H}(P)$

Given an angle $\beta$, let the polygon $\mathcal{P}(\beta)$ be the one obtained joining counterclockwise consecutive vertices of the four staircases that define $\mathcal{O}_{\beta}^{2} \mathcal{H}(P)$.

Following the lines of Bae et al. [3], we express the area of $\mathcal{O}_{\beta}^{2} \mathcal{H}(P)$ in terms of the angle $\beta$, as

$$
\operatorname{area}(\mathcal{P}(\beta))-\sum_{i} \operatorname{area}\left(\triangle_{i}(\beta)\right)+\sum_{j} \operatorname{area}\left(\square_{j}(\beta)\right),
$$

where: (i) The triangles $\triangle_{i}$ are defined by a segment joining two consecutive vertices of a $\beta$-staircase $S$ of $P$ and the edges joining them along $S$. (ii) The parallelograms $\square_{j}$ are the overlaps between the boundaries of opposite staircases. See Figure 4.


Figure 4: Dotted, the polygon $\mathcal{P}(\beta)$. In dark gray, the area of $\mathcal{O}^{2} \mathcal{H}_{\beta}(P)$. In yellow, a triangle and a parallelogram.

Next, we show how to compute each of the three terms in the formula. This allows us to get a general formula, which can be evaluated in each of the intervals $\left[\beta_{i}, \beta_{i+1}\right]$ between two consecutive events, obtaining the value of $\beta \in\left[\beta_{i}, \beta_{i+1}\right]$ which maximizes the area of $\mathcal{O}_{\beta}^{2} \mathcal{H}(P)$ in that interval. Note that there is a linear number of these intervals.

### 3.1 Polygon $\mathcal{P}(\beta)$

Observe that, as $\beta$ increases from 0 to $\pi$, the set of vertices changes a linear number of times. This happens each time a point drops from one of the four staircases of $P$. Let $\mathcal{A}=\left\{\beta_{1}, \beta_{2}, \ldots, \beta_{m}\right\}$ be the set of angles at which the vertices of $P$ drop out from the four staircases of $P, \beta_{i}<\beta_{i+1}, 1 \leq i \leq m-1$.

Since the set of vertices of $\mathcal{P}(\beta)$ remains unchanged for any $\beta \in\left(\beta_{i}, \beta_{i+1}\right)$, its area also remains unchanged. Thus, the area of $\mathcal{P}(\beta)$ has to be updated each time $\beta$ reaches a value in $\mathcal{A}$. Since $\mathcal{A}$ has only a linear number of elements, the area of $\mathcal{P}(\beta)$ has to be updated a linear number of times. Each update can be done in constant time, as it involves the addition or subtraction of the areas of at most two triangles. See Figure 5. A flag will indicate when we have to add or to subtract.


Figure 5: Left: Before the first event, the top-right and the bottom-left $\beta$-staircases of $P$ are formed by all the points of $P$, the top-left $\beta$-staircase is the point $p_{4}$, and the bottom-right $\beta$-staircase is the point $p_{1}$. Right: After the first event, $p_{2}$ leaves the top-right $\beta$-staircase and $p_{3}$ leaves the bottom-left $\beta$-staircase.

### 3.2 Triangles $\triangle_{i}$

Since the number of vertices of $\mathcal{P}(\beta)$ changes only when $\beta$ reaches a $\beta_{i} \in \mathcal{A}$, the number of triangles defined by $\mathcal{P}(\beta)$ also changes only when $\beta$ equals some $\beta_{i} \in \mathcal{A}$.

Using elementary geometry, it can be checked that the sum of the areas of all the triangles of $\beta_{i} \in \mathcal{A}$ has the form $c+d \cot (\beta)$ : It is sufficient to note that the area of each triangle $\triangle_{i}$ of $\mathcal{P}(\beta)$ has the form $\left|c_{i} \pm d_{i} \cot (\beta)\right|$. For example, if $p_{i}=\left(x_{i}, y_{i}\right)$ and $p_{i+1}=\left(x_{i+1}, y_{i+1}\right)$ are consecutive vertices in the counterclockwise order of the top-right $\beta$-staircase of $P$, see Figure 6, then the area of the triangle $\triangle_{i}$ bounded by (i) the segment joining $p_{i}$ to $p_{i+1}$, (ii) the horizontal line through $p_{i}$, and (iii) the line with angle $\beta$ passing through $p_{i+1}$ can be expressed as

$$
\begin{gathered}
\operatorname{area}\left(\triangle_{i}\right)=\left|\left(x_{i}-x_{i+1}\right)\left(y_{i+1}-y_{i}\right)+\left(y_{i+1}-y_{i}\right)^{2} \cot (\beta)\right|= \\
=\left|c_{i} \pm d_{i} \cot (\beta)\right| .
\end{gathered}
$$

### 3.3 Parallelograms $\square_{j}$

Parallelograms arise from overlaps between opposite $\beta$-staircases of the $P$. We need to compute the initial


Figure 6: Left: Triangle corresponding to two consecutive points of the top-right $\beta$-staircase of $P$. Right: Parallelogram corresponding to two consecutive points of the top-right $\beta$-staircase and two consecutive points of the bottom-left $\beta$-staircase.
and final values of $\beta$ for which each overlap is alive. These overlap events should be merged with the other events, in order to perform a discrete computation updating and computing the maximum values of the variables we want to optimize.

Overlaps can only arise between opposite staircases, that is between the top-right and the bottom-left $\beta$ staircases, or between the top-left and the bottomright $\beta$-staircases.

Moreover, as $\beta$ increases from 0 to $\pi$, all the overlaps between the top-left staircases and the bottomright $\beta$-staircases arise after all the overlaps between the top-right and the bottom-left $\beta$-staircases. Thus we can process them independently, one after another.

The sum of the areas of these parallelograms can be expressed again as a function of the type $c^{\prime}+d^{\prime} \cot (\beta)$. For example, consider a parallelogram $\square_{j}$ determined by two consecutive points $p_{j}=\left(x_{j}, y_{j}\right)$ and $p_{j+1}=\left(x_{j+1}, y_{j+1}\right)$ of the top-right $\beta$-staircase, together with two consecutive points $p_{k}=\left(x_{k}, y_{k}\right)$ and $p_{k+1}=\left(x_{k+1}, y_{k+1}\right)$ of the bottom-left $\beta$-staircase. See Figure 6.

Note that the vertices of the parallelogram $\square_{j}$ are not $p_{j}, p_{j+1}, p_{k}$, and $p_{k+1}$. In fact, the parallelogram $\square_{j}$ is the intersection of two triangles of $\mathcal{P}(\beta)$, defined by $p_{j}, p_{j+1}$, and $p_{k}, p_{k+1}$.

Using elementary geometry, it can be checked that:
As $\beta$ increases, the number of parallelograms generated by the top-right and the bottom-left $\beta$-staircases decreases. We need to compute in advance the events of the ends (and the beginnings) of overlaps, which are exactly the beginning (and the end) events of areas for the top-right and the bottom-left $\beta$-staircases the top-left and the bottom-right $\beta$-staircases.

Using again a priority queue, we can find the order in which the overlaps disappear in overall $O(n \log n)$ time. When a point defining an overlap changes, we have to update the corresponding area formula. This can be done in constant time.

The discussion above leads to the following result:

Theorem 3 To compute the angle $\beta$ such that $\mathcal{O}_{\beta}^{2} \mathcal{H}(P)$ has maximum area can be done in $O(n \log n)$ time and $O(n)$ space.

As for maintaining the perimeter, it is enough to maintain the four staircases and the overlaps.

Thus, we get the following result:
Theorem 4 To compute the angle $\beta$ such that $\mathcal{O}_{\beta}^{2} \mathcal{H}(P)$ has minimum (non-zero) perimeter can be done in $O(n \log n)$ time and $O(n)$ space.
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#### Abstract

It is proved that the total length of any set of countably many rectifiable curves, whose union meets all straight lines that intersect the unit square $U$, is at least 2.00002. This is the first improvement on the lower bound of 2 established by Jones in 1964. A similar bound is proved for all convex sets $U$ other than a triangle.


## 1 Introduction

A barrier or an opaque set for $U \subseteq \mathbb{R}^{2}$ is a set $B \subseteq$ $\mathbb{R}^{2}$ that intersects every line that intersects $U$. For example, when $U$ is a square, any of the four sets depicted in Figure 1 is a barrier. Note that some part of the barrier may lie outside $U$ (Figure 2), and the barrier need not be connected. This notion dates back at least to Mazurkiewicz's work in 1916 [12].

We are interested in "short" barriers $B$ for a given object $U$, and hence we restrict attention to rectifiable barriers $B$. By this we mean that $B$ is a union of countably many curves $b$, pairwise disjoint except at the endpoints, that each have finite length $|b|$, and the sum of these lengths converges. We call this sum the length of $B$ and denote it by $|B|$ (this does not depend on how we divide $B$ into curves).

Finding the shortest barrier is hard, even for simple shapes $U$, such as the square, the equilateral triangle, and the disk $[6,10]$. The shortest known barrier for the unit square is the last one in Figure 1, with length $2.638 \ldots$ This problem and its relatives have an extensive literature. See $[6,11]$ and the introduction of [5] for more history, background, and related problems.

The best known lower bound for the unit square has been 2, established by Jones in 1964 [8]. In general, for convex $U$, a barrier needs to have length at least half the perimeter of $U$ (we review a proof in Section 2):

[^3]

Figure 1: Barriers (in thick lines) for the unit square. The first one (three sides) and the second one (diagonals) have lengths 3 and $2 \sqrt{2}=2.828 \ldots$, respectively. The third barrier consists of two sides and half of a diagonal, and has length $2+1 / \sqrt{2}=2.707 \ldots$. The last one is the shortest known barrier, with length $\sqrt{2}+\sqrt{6} / 2=2.638 \ldots$, consisting of half a diagonal and the Steiner tree of the lower left triangle.


Figure 2: A barrier (in thick lines) for a disk that is shorter than the perimeter. This is not the shortest one; see [6].

Lemma $1|B| \geq p$ for any rectifiable barrier $B$ of a convex set $U \subseteq \mathbb{R}^{2}$ with perimeter $2 p$.

Thus, from the point of view of finding short barriers, the trivial strategy of enclosing the entire perimeter (or the perimeter of the convex hull if $U$ is a non-convex connected set) gives a 2 -approximation. See [4] and references therein for algorithms that find shorter barriers. The current best approximation ratio is $1.58 \ldots$ [5].

Proving a better lower bound has been elusive (again, even for specific shapes $U$ ). There has been some partial progress under additional assumptions about the shape (single arc, connected, etc.) and location (inside $U$, near $U$, etc.) of the barrier $[1,3,7,11,14]$, but establishing an unconditional lower bound strictly greater than 2 for the unit square has been open (see [4, Open Problem 5] or [3, Footnote 1]). We obtained such a lower bound:

Theorem $2|B| \geq 2.00002$ for any rectifiable barrier $B$ of the unit square $\square$.

Dumitrescu and Jiang [3] recently obtained a lower


Figure 3: The image $U(\alpha) \subseteq \mathbb{R}$ of $U$.
bound of $2+10^{-12}$ under the assumption that the barrier lies in the square obtained by magnifying $\square$ by 2 about its centre. Their proof, conceived independently of ours and at about the same time, is based on different ideas, most notably the line-sweeping technique. It will be worth exploring whether their techniques can be combined with ours.

Our proof can be generalized:
Theorem 3 For any closed convex set $U$ with perimeter $2 p$ that is not a triangle, there is $\varepsilon>0$ such that any barrier $B$ for $U$ has length at least $p+\varepsilon$.

See the full version [9] for a proof. Thus, the only convex objects for which we fail to establish a lower bound better than Lemma 1 are triangles.

Due to space constraint, we will only sketch our proof of Theorem 2 in Section 3. In the final section, we discuss a closely related question.

## 2 Preliminaries: A general lower bound

For a set $U$ and an angle $\alpha \in[0,2 \pi$ ) (all angle calculation will be performed modulo $2 \pi$ ), we write $U(\alpha) \subseteq \mathbb{R}$ for the image of $U$ projected onto the line passing through the origin and enclosing angle $+\alpha$ with the positive x -axis, i.e.,

$$
\begin{equation*}
U(\alpha)=\{x \cos \alpha+y \sin \alpha:(x, y) \in U\} \tag{1}
\end{equation*}
$$

(Figure 3). To say that $B$ is a barrier of $U$ means that $B(\alpha) \supseteq U(\alpha)$ for all $\alpha$.

For the discussion of upper and lower bounds on the length of a barrier, the following lemma says that it suffices to consider barriers that are a countable union of line segments. We call such a barrier straight.

Lemma 4 ([5, Lemma 1]) Let $B$ be a rectifiable barrier for $U \subseteq \mathbb{R}^{2}$. Then, for any $\varepsilon>0$, there exists a straight barrier $B_{\varepsilon}$ for $U$ such that $\left|B_{\varepsilon}\right| \leq(1+\varepsilon)|B|$.

Since the proof in [5] has a gap, we include another proof in our full version [9].

As mentioned in the introduction (Lemma 1), it has been known that any barrier of a convex set must
be at least half the perimeter. We include a short proof of this bound here, for completeness and further reference. See [2] for another elegant proof.

Proof. [Proof of Lemma 1] By Lemma 4, we may assume that $B$ consists of line segments. We have

$$
\begin{align*}
|U(\alpha)| & \leq|B(\alpha)| \\
& \leq \sum_{b}|b(\alpha)|=\sum_{b}|b| \cdot\left|\cos \left(\alpha-\theta_{b}\right)\right| \tag{2}
\end{align*}
$$

for each $\alpha \in[0,2 \pi)$, where the sum is taken over all line segments $b$ that comprise $B$ without overlaps, and $\theta_{b}$ is the angle of $b$. Integrating over $[0,2 \pi)$, we obtain

$$
\begin{align*}
\int_{\alpha=0}^{2 \pi}|U(\alpha)| \mathrm{d} \alpha & \leq \sum_{b}\left(|b| \cdot \int_{\alpha=0}^{2 \pi}\left|\cos \left(\alpha-\theta_{b}\right)\right| \mathrm{d} \alpha\right) \\
& =4 \sum_{b}|b|=4|B| . \tag{3}
\end{align*}
$$

When $U$ is a convex set, the left-hand side equals twice the perimeter (cf. the Cauchy-Crofton formula [13, Theorem 16.15]).

## 3 Proof ideas for Theorem 2

Note that Theorems 2 and 3 do not merely state the non-existence of a straight barrier $B$ of length exactly half the perimeter of $U$. Such a claim can be proved easily as follows: If $B$ is such a barrier, the inequality (3) must hold with equality, and so must (2) for each $\alpha$. Thus, the second inequality in (2) must hold with equality, which means that $B$ never overlaps with itself when projected onto the line with angle $\alpha$. Since this must be the case for all $\alpha$, the entire $B$ must lie on a line, which is clearly impossible.

The theorems claim more strongly that a barrier must be longer by an absolute constant. The following lemma says that in order to obtain such a bound, we should find a part $B^{\prime} \subseteq B$ of the barrier whose contribution to covering $U$ is less than the optimal by at least a fixed positive constant.

Lemma 5 Let $B$ be a barrier of a convex polygon $U$ of perimeter $2 p$. Then $|B| \geq p+\delta$ if there is a subset $B^{\prime} \subseteq B$ with

$$
\begin{equation*}
\int_{\alpha=0}^{2 \pi}\left|B^{\prime}(\alpha) \cap U(\alpha)\right| \mathrm{d} \alpha \leq 4\left|B^{\prime}\right|-4 \delta . \tag{4}
\end{equation*}
$$

Proof. For each $\alpha \in[0,2 \pi)$, we have $U(\alpha) \subseteq B(\alpha)$, and thus

$$
\begin{align*}
|U(\alpha)| & =|B(\alpha) \cap U(\alpha)| \\
& \leq\left|\left(B \backslash B^{\prime}\right)(\alpha) \cap U(\alpha)\right|+\left|B^{\prime}(\alpha) \cap U(\alpha)\right| \\
& \leq\left|\left(B \backslash B^{\prime}\right)(\alpha)\right|+\left|B^{\prime}(\alpha) \cap U(\alpha)\right| . \tag{5}
\end{align*}
$$

Integrating over $\alpha \in[0,2 \pi)$ and using the assumption (4), we get $4 p \leq 4\left|B \backslash B^{\prime}\right|+\left(4\left|B^{\prime}\right|-4 \delta\right)=$ $4|B|-4 \delta$.


Figure 4: Two wasteful situations. Left: a barrier segment (thick) lies far outside the object $U$, which causes significant waste because this segment covers in vain some lines (dotted) that do not meet $U$; this is discussed in Lemma 6. Right: two parts of the barrier (thick) are facing each other, which is also wasteful because they cover some lines (dotted) doubly; this is roughly the situation discussed in Lemma 7.

There are several ways in which such a "waste" can occur, and we make use of two of them (Figure 4). The first one is when there is a significant part of the barrier that lies far outside $U$, as described in the following lemma (see the full version [9] for a proof, which is relatively straightforward):

Lemma 6 Let $b$ be a line segment that lies outside a convex region $U$. Suppose that the set $A:=\{\alpha \in$ $[0,2 \pi): U(\alpha) \cap b(\alpha) \neq \emptyset\}$ (of angles of all lines through $U$ and $b$ ) has measure $\leq 2 \pi-4 \varepsilon$. Then

$$
\begin{equation*}
\int_{\alpha=0}^{2 \pi}|b(\alpha) \cap U(\alpha)| \mathrm{d} \alpha \leq 4|b| \cos \varepsilon . \tag{6}
\end{equation*}
$$

The second situation where we have a significant waste required in Lemma 5 is when there are two sets of barrier segments that roughly face each other:

Lemma 7 Let $\lambda \in\left(0, \frac{\pi}{2}\right), \kappa \in(0, \lambda)$ and $l, D>$ 0 . Let $B^{-}$and $B^{+}$be unions of $n$ line segments of length $l$ (Figure 5) such that

1. every segment of $B^{-} \cup B^{+}$makes angle $>\lambda$ with the horizontal axis;
2. $B^{-} \cup B^{+}$lies entirely in the disk of diameter $D$ centred at the origin;
3. $B^{-}$and $B^{+}$are separated by bands of angle $\kappa$ and width $W:=n l \sin (\lambda-\kappa)$ centred at the origin, as depicted in Figure 5-that is, each point $(x, y) \in B^{ \pm}$satisfies $\pm(x \sin \kappa+y \cos \kappa) \geq W / 2$ and $\pm(x \sin \kappa-y \cos \kappa) \geq W / 2$ (where $\pm$ should be read consistently as + and - ).

Then

$$
\begin{equation*}
\int_{\alpha=0}^{2 \pi}\left|\left(B^{-} \cup B^{+}\right)(\alpha)\right| \mathrm{d} \alpha \leq 8 n l-\frac{2 W^{2}}{D} \tag{7}
\end{equation*}
$$

Note that $8 n l=4\left|B^{-} \cup B^{+}\right|$, so (7) is of the form (4) in Lemma 5. Using Lemmas 6 and 7, our proof of Theorem 2 roughly goes as follows. Consider a barrier whose length is very close to 2 .


Figure 5: Sets $B^{-}$and $B^{+}$(Lemma 7).

1. There cannot be too much of the barrier far outside $\square$, because that would be too wasteful by Lemma 6.
2. This implies that there must be a significant part of the barrier near each vertex of $\square$, because this is the only place to put barrier segments that block lines that intersect $\square$ only near this vertex.
3. Among the parts of the barrier that lie near the four vertices, there are parts that face each other and thus lead to waste by Lemma 7. (It is this last step that requires four corners and thus prevents us from proving the generalized Theorem 3 for triangles: when we have only three corners, it can happen that most barrier segments near the first, second and third corners, respectively, point towards the second, third and the first corners, and thus no two of them face each other.)

See the full version [9] for a complete proof.
We remark that Lemma 7 requires a much more involved argument than Lemma 6. Here we only comment on what Lemma 7 claims intuitively and what makes it nontrivial to prove. By symmetry, we can halve the interval $[0,2 \pi]$ and see that (7) is equivalent to

$$
\begin{equation*}
4 n l-\int_{\alpha=0}^{\pi}\left|\left(B^{-} \cup B^{+}\right)(\alpha)\right| \mathrm{d} \alpha \geq \frac{W^{2}}{D} \tag{8}
\end{equation*}
$$

Let $\mathcal{B}^{-}$and $\mathcal{B}^{+}$be the sets of line segments of length $l$ comprising $B^{-}$and $B^{+}$, respectively. For each $b \in$ $\mathcal{B}^{-} \cup \mathcal{B}^{+}$, consider the region

$$
\begin{equation*}
R_{b}:=\{(\alpha, v) \in[0, \pi] \times \mathbb{R}: v \in b(\alpha)\} \tag{9}
\end{equation*}
$$

whose area is $2 l$. Note that the first term $4 n l$ of (8) is the sum of this area for all $b \in \mathcal{B}^{-} \cup \mathcal{B}^{+}$, whereas the second term is the area of the union. Thus, (8) says that the area of the overlap (considering multiplicity) is at least $W^{2} / D$. Since this term $W^{2} / D$ is proportional to $n^{2}$, which is the number of pairs $\left(b, b^{\prime}\right) \in \mathcal{B}^{-} \times \mathcal{B}^{+}$, we should lower-bound (by a constant determined by $\lambda, \kappa, D)$ the area of the overlap $R_{b} \cap R_{b^{\prime}}$ per such pair ( $b, b^{\prime}$ ). This is relatively easy if the overlaps $R_{b} \cap R_{b^{\prime}}$ are all disjoint, but it can get tricky otherwise. See the full version [9] for details.


Figure 6: Consider the line segments $p^{-} p^{+}$and $q^{-} q^{+}$, where $p^{ \pm}=( \pm 1,8)$ and $q^{ \pm}=( \pm 15,0)$, and let $U$ be the union of these segments with small "thickness": $U$ consists of a rectangle with vertices ( $\pm 1,8 \pm \varepsilon$ ) and another with vertices $( \pm 15, \pm \varepsilon)$, for a small $\varepsilon>0$. The boundaries of these thick line segments have total length 64 (plus a small amount due to the thickness). The boundary of the convex hull of all of $U$ has length $2+30+2 \sqrt{260}>64.24$ (plus thickness). But we have another half-line barrier depicted above, whose total length is $2+60+2 / \sqrt{5}+2 / \sqrt{5}<63.79$ (plus thickness, which can be made arbitrarily small).

## 4 Half-line barriers

We propose an analogous question, obtained by replacing lines by half-lines in the definition of barriers: a set $B \subseteq \mathbb{R}^{2}$ is a half-line barrier of $U \subseteq \mathbb{R}^{2}$ if all half-lines intersecting $U$ intersect $B$. This intuitively means "hiding the object $U$ from outside," which we find perhaps as natural, if not more, than the notion of opaque sets. Similarly to Lemma 1, we have

Lemma $8|B| \geq p$ for any rectifiable half-line barrier $B$ of a convex set $U \subseteq \mathbb{R}^{2}$ that is not a line segment and has perimeter $p$.

Thus, unlike for line barriers, the question is completely answered when $U$ is connected: the shortest half-line barrier is the boundary of the convex hull.

If $U$ is disconnected, there can be shorter half-line barriers. For example, if $U$ consists of two connected components that are far apart from each other, it is more efficient to cover them separately than together. One might hope that an optimal half-line barrier is always obtained by grouping the connected components of $U$ in some way and taking convex hulls of each. This is not true, as Figure 6 shows. We have not been able to find an algorithm that achieves a nontrivial approximation ratio for this problem.
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# Approximating the Colorful Carathéodory Theorem 
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#### Abstract

Let $P_{1}, \ldots, P_{d+1} \subset \mathbb{R}^{d}$ be $d$-dimensional point sets such that the convex hull of each $P_{i}$ contains the origin. We call the sets $P_{i}$ color classes, and we think of the points in $P_{i}$ as having color $i$. A colorful choice is a set with at most one point from each color class. The colorful Carathéodory theorem guarantees the existence of a colorful choice whose convex hull contains the origin. So far, the computational complexity of finding such a colorful choice is unknown.

An $m$-colorful choice is a set that contains at most $m$ points from each color class. We present an approximation algorithm that computes for any constant $\varepsilon>0$, an $\lceil\varepsilon(d+1)\rceil$-colorful choice containing the origin in its convex hull in polynomial time. This notion of approximation has not been studied before, and it is motivated through the applications of the colorful Carathéodory theorem in the literature. Second, we show that the exact problem can be solved in $d^{O(\log d)}$ time if $\Theta\left(d^{2} \log d\right)$ color classes are available, improving over the trivial $d^{O(d)}$ time algorithm.


## 1 Introduction

Let $P \subset \mathbb{R}^{d}$ be a point set. Carathéodory's theorem [4, Theorem 1.2.3] states that if $\overrightarrow{0} \in \operatorname{conv}(P)$, there is a subset $P^{\prime} \subseteq P$ of size $d+1$ with $\overrightarrow{0} \in \operatorname{conv}\left(P^{\prime}\right)$. Bárány [1] gives a colorful generalization.

## Theorem 1 (Colorful Carathéodory Theorem)

Let $P_{1}, \ldots, P_{d+1} \subset \mathbb{R}^{d}$ be point sets (the color classes) with $\overrightarrow{0} \in \operatorname{conv}\left(P_{i}\right)$, for $i=1, \ldots, d+1$. There is a colorful choice $C$ with $\overrightarrow{0} \in \operatorname{conv}(C)$. Here, a colorful choice is a set with at most one point from each color class.

Theorem 1 yields Carathéodory's theorem by setting $P_{1}=\cdots=P_{d+1}$. Moreover, there are many variants with weaker assumptions [5]. While Carathéodory's theorem has a proof that gives a polynomial-time algorithm, very little is known about the algorithmic complexity of the colorful Carathéodory theorem [2]. This question is particularly interesting since Sarkaria's

[^4]proof [10] of Tverberg's theorem [11] can be interpreted as a polynomial-time reduction from computing Tverberg partitions to computing a colorful choice with the origin in its convex hull. Both problems lie in Total Function NP (TFNP), the complexity class of total search problems that are solvable in non-deterministic polynomial time. It is well known that no problem in TFNP is NP-hard unless NP $=$ coNP [3].

Related problems have been shown to be complete for subclasses of TFNP. Recently, Meunier and Sarrabezolles [6] proved that given $d+1$ pairs of points $P_{1}, \ldots, P_{d+1} \in \mathbb{Q}^{d}$ and a colorful choice that contains the origin in its convex hull, it is PPAD-complete [9] to find another colorful choice with the origin in its convex hull. The authors [8] showed the following generalization of the colorful Carathéodory problem to be PLS-complete [3]: given sets $P_{1}, \ldots, P_{n} \subset \mathbb{R}^{d}$, find a colorful choice s.t. the distance of its convex hull to the origin cannot be decreased by swapping a single point with another point of the same color.

Since we have no polynomial-time algorithms for the colorful Carathéodory theorem, approximation algorithms are of interest. This was first studied by Bárány and Onn [2] who described how to find a colorful choice whose convex hull is "close" to the origin. Let $\varepsilon, \rho>0$ be parameters. Given sets $P_{1}, \ldots, P_{d+1} \in \mathbb{Q}^{d}$ encoded in $L$ bits s.t. (i) each $P_{i}$ contains a ball of radius $\rho$ centered at the origin in its convex hull; and (ii) all points $p \in P_{i}$ fulfill $1 \leq\|p\| \leq 2$, one can find a colorful choice $C$ s.t. $d(\overrightarrow{0}, \operatorname{conv}(C)) \leq \varepsilon$ in time $\operatorname{poly}\left(L, \log \left(\varepsilon^{-1}\right), \rho^{-1}\right)$ on the Word-RAM with logarithmic costs. If $\rho^{-1}=L^{O(1)}$, the algorithm actually guarantees $\overrightarrow{0} \in \operatorname{conv}(C)$.

However, when using the colorful Carathéodory theorem in a proof, it is often crucial that the colorful choice contains the origin in its convex hull. Being "close" is not enough. On the other hand, allowing multiple points from each color class may have a natural interpretation in the reduction. This is the case in Sarkaria's proof [10] of Tverberg's theorem and in the proof of the First Selection Lemma [4, Theorem 9.1.1]. This motivates a different notion of approximation. Given a parameter $m$ and sets $P_{1}, \ldots, P_{d+1} \in \mathbb{Q}^{d}$, find a set $C$ s.t. $\overrightarrow{0} \in \operatorname{conv}(C)$ and s.t. $\left|C \cap P_{i}\right| \leq m$ for all $P_{i}$. In contrast to Bárány and Onn's setting, we have no general position assumption. Surprisingly, this notion does not seem to have been studied before.

Our Results. Given sets $P_{1}, \ldots, P_{n} \subset \mathbb{R}^{d}$, we call a set $C$ containing at most $m$ points from each set $P_{i}$ an $m$-colorful choice. A 1-colorful choice is also called perfect colorful choice. All presented algorithms are analyzed on the REAL-Ram model with unit costs. We begin with an algorithm based on a dimension reduction argument that repeatedly combines approximations for lower dimensional linear subspaces. This leads to the following result:

Theorem 2 Let $P_{1}, \ldots, P_{d+1} \subset \mathbb{R}^{d}$ be sets of size at most $d+1$ s.t. $\overrightarrow{0} \in \operatorname{conv}\left(P_{i}\right)$ for $i=1, \ldots, d+1$. Then, for any $\varepsilon=\Omega\left(d^{-1 / 3}\right)$, an $\lceil\varepsilon(d+1)\rceil$-colorful choice containing the origin in its convex hull can be computed in $d^{O((1 / \varepsilon) \log (1 / \varepsilon))}$ time.

In particular, for any constant $\varepsilon$ the algorithm from Theorem 2 runs in polynomial-time. Given $\Theta\left(d^{2} \log d\right)$ color classes, we can also improve the naive $d^{O(d)}$ algorithm for finding a perfect colorful choice.

Theorem 3 Let $P_{1}, \ldots, P_{n} \subset \mathbb{R}^{d}$ be $n=\Theta\left(d^{2} \log d\right)$ sets of size at most $d+1$ s.t. $\overrightarrow{0} \in \operatorname{conv}\left(P_{i}\right)$, for $i=1, \ldots, n$. Then, a perfect colorful choice can be computed in $d^{O(\log d)}$ time.

## 2 Fundamentals

Throughout the paper, we denote for a given point set $P=\left\{p_{1}, \ldots, p_{n}\right\} \subset \mathbb{R}^{d}$ by $\operatorname{span}(P)=\left\{\sum_{i=1}^{n} \alpha_{i} p_{i} \mid\right.$ $\left.\alpha_{i} \in \mathbb{R}\right\}$ its linear span and by $\operatorname{span}(P)^{\perp}=\left\{v \in \mathbb{R}^{d} \mid\right.$ $\forall p \in \operatorname{span}(P):\langle v, p\rangle=0\}$ the subspace orthogonal to $\operatorname{span}(P) ;$ by $\operatorname{aff}(P)=\left\{\sum_{i=1}^{n} \alpha_{i} p_{i} \mid \alpha_{i} \in \mathbb{R}, \sum_{i=1}^{n} \alpha_{i}=\right.$ $1\}$ its affine hull; by $\operatorname{pos}(P)=\left\{\sum_{i=1}^{n} \mu_{i} p_{i} \mid \mu_{i} \geq 0\right\}$ all linear combinations with nonnegative coefficients; by $\operatorname{conv}(P)=\left\{\sum_{i=1}^{n} \lambda_{i} p_{i} \mid \lambda_{i} \geq 0, \sum_{i=1}^{n} \lambda_{i}=1\right\}$ its convex hull; and by $\operatorname{dim}(P)$ the dimension of $\operatorname{span}(P)$.

Furthermore, we say that a set $P \subset \mathbb{R}^{d}$ is in general position if for every $k \leq d$, no $k+2$ points lie in a $k$-flat and if no proper subset of $P$ contains the origin in its convex hull. We also use the following constructive version of Carathéodory's theorem:

Lemma 4 Let $P \subset \mathbb{R}^{d}$ be a set of $O(d)$ points s.t. $\overrightarrow{0} \in \operatorname{conv}(P)$. In $O\left(d^{4}\right)$ time, we can find a subset $P^{\prime} \subseteq P$ of at most $d+1$ points in general position such that $P^{\prime}$ contains the origin in its convex hull.

## 3 Approximation by Rebalancing

Let $P_{1}, \ldots, P_{d+1} \subset \mathbb{R}^{d}$ be the color classes and $\lceil\varepsilon(d+1)\rceil$ be the desired approximation guarantee. Throughout the algorithm, we maintain a temporary approximation $C \subset P_{1} \cup \cdots \cup P_{d+1}$ that contains the origin in its convex hull, but may have more than $\lceil\varepsilon(d+1)\rceil$ points of the same color. The algorithm then repeatedly replaces at least one point from each


Figure 1: Example of Lemma 6 in three dimensions.
color class that appears more than $\lceil\varepsilon(d+1)\rceil$ times in $C$ by colors that appear only "few" times using a dimension reduction argument.

The following lemma enables us to replace a single point in $C$ by an approximate colorful choice for the orthogonal space $\operatorname{span}(C)^{\perp}$ :

Lemma 5 Let $C \subset \mathbb{R}^{d},|C|=k \leq d+1$, be a set in general position that contains the origin in its convex hull. Furthermore, let $Q \subset \mathbb{R}^{d}$ be a set of size $O(d)$ whose orthogonal projection onto $\operatorname{span}(C)^{\perp}$ contains the origin in its convex hull. Then, there is a point $c \in$ $C$ computable in $O\left(d^{4}\right)$ time s.t. $\overrightarrow{0} \in \operatorname{conv}(Q \cup C \backslash\{c\})$.

Proof. Write $Q=\left\{q_{1}, \ldots, q_{l}\right\}$. Each $q_{i}$ can be expressed as $\widetilde{q}_{i}+\hat{c}_{i}$, where $\widetilde{q}_{i}$ denotes the orthogonal projection of $q_{i}$ onto $\operatorname{span}(C)^{\perp}$ and $\hat{c}_{i} \in \operatorname{span}(C)$. By our assumption, the origin is a convex combination of $\widetilde{q}_{1}, \ldots, \widetilde{q}_{l}: \overrightarrow{0}=\sum_{i=1}^{l} \lambda_{i} \widetilde{q}_{i}$, where $\lambda_{i} \geq 0$ and $\sum_{i=1}^{l} \lambda_{i}=1$. Consider the convex combination $q=\sum_{i=1}^{l} \lambda_{i} q_{i}$ of points in $Q$ with the same coefficients. Since $q=\sum_{i=1}^{l} \lambda_{i} q_{i}=\sum_{i=1}^{l} \lambda_{i}\left(\widetilde{q}_{i}+\hat{c}_{i}\right)=\sum_{i=1}^{l} \lambda_{i} \hat{c}_{i}$, $q$ is contained in $\operatorname{span}(C)$. By our assumption, we have $\overrightarrow{0} \in \operatorname{conv}(C)$ and $C$ is in general position. It can be easily verified that this implies $\operatorname{pos}(P)=\operatorname{span}(C)$. Thus, there are $k-1$ points $c_{j_{1}}, \ldots, c_{j_{k-1}}$ in $C$ s.t. $-q \in \operatorname{pos}\left(c_{j_{1}}, \ldots, c_{j_{k-1}}\right)$. We take $c \in C$ as the single point that does not appear in $c_{j_{1}}, \ldots, c_{j_{k-1}}$. It can be found in $O\left(d^{4}\right)$ time by solving $k \leq d+1$ linear systems of equations $L_{1}, \ldots, L_{k}$, where $L_{j}$ is defined as $\sum_{c_{i} \in C, i \neq j} \alpha_{i} c_{i}=-q$. Since $C$ is in general position, all ( $k-1$ )-subsets of $C$ are a basis for $\operatorname{span}(C)$. Thus, the linear systems have unique solutions. Since $\overrightarrow{0} \in \operatorname{conv}(C)$, one of the linear systems has a solution with no negative coefficients.

Unfortunately, we do not know how to influence the color of $c$ in Lemma 5 . We would like to replace a point whose color contributes more than $\lceil\varepsilon(d+1)\rceil$ points to $C$. The next lemma gives us more control.

Lemma 6 Let $C \subset \mathbb{R}^{d},|C| \leq d+1$, be a set in general position s.t. $\overrightarrow{0} \in \operatorname{conv}(C)$ and let $C_{1}, \ldots, C_{m}$ be a partition of $C$. Then, we can find in $O\left(d^{3}\right)$ time a set $C^{\prime}=\left\{c_{1}^{\prime}, \ldots, c_{m}^{\prime}\right\} \subset \mathbb{R}^{d}$ with the following properties:
(1) $\forall i=1, \ldots, m: c_{i}^{\prime} \in \operatorname{pos}\left(C_{i}\right) \backslash\{\overrightarrow{0}\} ;$ (2) $\overrightarrow{0} \in \operatorname{conv}\left(C^{\prime}\right)$; and (3) $\operatorname{dim}\left(C^{\prime}\right)=m-1$. We call the points in $C^{\prime}$ representatives for $C$ w.r.t. the partition $C_{1}, \ldots, C_{m}$.

Proof. Since $C$ contains the origin in its convex hull, we can write $\overrightarrow{0}$ as $\overrightarrow{0}=\sum_{c \in C} \lambda_{c} c$, where all $\lambda_{c}>0$, since $C$ is in general position. Define $c_{j}^{\prime}$ as $c_{j}^{\prime}=\sum_{c \in C_{j}} \lambda_{c} c$ for $i=1, \ldots, m$. Properties 1. and 2. can be easily verified for the set $C^{\prime}=\left\{c_{1}^{\prime}, \ldots, c_{m}^{\prime}\right\}$. Furthermore, $c_{1}^{\prime}$ can be expressed as a linear combination of the other points in $C^{\prime}: c_{1}^{\prime}=-\left(c_{2}^{\prime}+\cdots+c_{m}^{\prime}\right)$. Thus, $\operatorname{dim}\left(C^{\prime}\right)<$ $m$. On the other hand, we have $\operatorname{dim}\left(C^{\prime}\right) \geq m-1$ due to general position. This proves Property 3. See Figure 1 for an example.

Instead of applying Lemma 5 to $C$ directly, we use Lemma 6 to obtain a carefully chosen set of representative points and apply Lemma 5 to replace a representative. By choosing the partition for the representatives appropriately, we can influence the color of the removed points.

Now, we are ready to put everything together. The algorithm repeatedly replaces points in $C$ by a recursively computed approximate colorful choice for a linear subspace. We are given as input the color classes $P_{1}, \ldots, P_{d+1} \subset \mathbb{R}^{d}$, each containing the origin in its convex hull, and the current recursion depth $j$. Define $\mathcal{M}(j)$ as $\mathcal{M}(j)=\left\lceil(1-\varepsilon)^{-j / 2} \varepsilon(d+1)\right\rceil$ and $\mathcal{D}(j)$ as $\mathcal{D}(j)=\left\lceil(1-\varepsilon)^{j} \varepsilon(d+1)\right\rceil$. In recursion level $j$, the input is $\mathcal{D}(j)$-dimensional and the algorithm computes an $\mathcal{M}(j)$-colorful choice. Hence, in the topmost recursion level (i.e., $j=0$ ), a $\lceil\varepsilon(d+1)\rceil$ colorful choice is computed. If $d=O(1)$, we compute an approximation by brute force. Otherwise, we initialize the temporary approximation $C$ with a complete color class and prune it with Lemma 4. If the pruned set $C$ is an $\mathcal{M}(j)$-colorful choice, we return it. Otherwise, we repeat the following balancing-steps: we partition $C$ into $k=\mathcal{D}(j)-\mathcal{D}(j+1)+1$ sets $C_{1}, \ldots, C_{k}$, where the points from each color in $C$ are distributed evenly among the $k$ sets. Let $n_{i}=\left|P_{i} \cap C\right|$ denote the number of points from $P_{i}$ in $C$. Since $k \leq \mathcal{M}(j)+1$, each set in the partition contains at least one point from each color class $P_{i}$ for which $n_{i} \geq \mathcal{M}(j)+1$. Applying Lemma 6 , we compute representatives $C^{\prime}=\left\{c_{1}^{\prime}, \ldots, c_{k}^{\prime}\right\}$ for this partition. Note that $\operatorname{dim}\left(C^{\prime}\right)=k-1$ and that $\operatorname{dim}\left(\operatorname{span}\left(C^{\prime}\right)^{\perp}\right)=$ $\mathcal{D}(j)-k+1=\mathcal{D}(j+1)$. We call a color class $P_{i}$ light if $n_{i} \leq \mathcal{M}(j)-\mathcal{M}(j+1)$, and heavy, otherwise. We find $d-k+2$ light color classes and project them orthogonally onto $\operatorname{span}\left(C^{\prime}\right)^{\perp}$. Let $\widetilde{P}_{j_{1}}, \ldots, \widetilde{P}_{j_{d-k+2}}$ denote the projections. Next, we recursively compute an $\mathcal{M}(j+1)$-colorful choice $\widetilde{Q}$ for the space orthogonal to $\operatorname{span}\left(C^{\prime}\right)$ with $\left(\widetilde{P}_{j_{1}}, \ldots, \widetilde{P}_{j_{\mathcal{D}(j+1)+1}}, j+1\right)$ as input. Let $Q$ be the point set whose projection gives $\widetilde{Q}$. Using Lemma 5 , we compute a point $c_{j}^{\prime} \in C^{\prime}$ s.t. $\operatorname{conv}\left(Q \cup C^{\prime} \backslash c_{j}^{\prime}\right)$ contains the origin. We replace the subset $C_{j}$ of $C$ by $Q$ and prune $C$ again with Lemma 4.

Since each representative $c_{i}^{\prime}$ is contained in the cone $\operatorname{pos}\left(C_{i}\right), Q \cup C \backslash C_{j}$ still contains the origin in its convex hull and the invariant is maintained. Thus, in each iteration, at least one point from each color class $P_{i}$ for which $n_{i}>\mathcal{M}(j)$ is replaced by points from light color classes. This is repeated until no color class appears more than $\mathcal{M}(j)$ times in $C$.

Proof of Theorem 2. We prove correctness by induction on the recursion depth. In particular, we show that the input in the $j$ th recursion is $\mathcal{D}(j)$-dimensional and that an $\mathcal{M}(j)$-colorful choice is returned. There are two base cases: if $d=O(1)$ we compute a perfect colorful choice by brute force in $O(1)$ time. This is always a valid approximation regardless of $\mathcal{M}$. If $\mathcal{D}(j)+1 \leq \mathcal{M}(j)$, we obtain a valid approximation by pruning $C$ with Lemma 4 . Hence, the claim holds in both base cases. In each level of the recursion, the dimension is reduced by $k-1$. The dimension of the input in the recursion is thus $\mathcal{D}(j)-k-1=\mathcal{D}(j+1)$ as claimed. Since $\mathcal{D}$ is decreasing, some base case is reached eventually. Assume now that the current recursion depth is $j$ and that the claim holds for all $j^{\prime}>j$. Let $C^{(t)}$ denote the set $C$ after $t$ iterations of the balancing-steps in the $j$ th recursion and $n_{i}^{(t)}$ the number of points from $P_{i}$ in $C$. Define the excess of a color $P_{i}$ as $e_{i}^{(t)}=\max \left\{0, n_{i}^{(t)}-\mathcal{M}(j)\right\}$ and the excess of $C^{(t)}$ as $\mathcal{E}\left(C^{(t)}\right)=\max _{i=1}^{d+1} e_{i}^{(t)}$. We show the following invariant: $(\alpha) \overrightarrow{0} \in \operatorname{conv}\left(C^{(t)}\right)$; and $(\beta)$ $\mathcal{E}\left(C^{(t)}\right)<\mathcal{E}\left(C^{(t-1)}\right)$ for $t \geq 1$. The invariant implies that eventually an $\mathcal{M}(j)$-colorful choice is returned.

Before the first iteration, the invariant holds since $C^{(0)}=P_{1}$. Assume we are now in iteration $t$ and the invariant holds for all previous iterations. Due to Lemmas 5 and 6 , we have $\overrightarrow{0} \in \operatorname{conv}\left(C^{(t)}\right)$ and thus Property $(\alpha)$ holds. Because $C^{(t-1)}$ was not an $\mathcal{M}(j)$ colorful choice (otherwise the balancing-steps would not haven executed), $\mathcal{E}\left(C^{(t-1)}\right) \geq 1$. Since $Q$ contains only light color classes, adding $Q$ to $C^{(t-1)}$ does not increase the excess. At least one point in $C$ from each color $P_{i}$ with $e_{i}^{(t-1)} \geq 1$ is replaced by $Q$. Hence, $\mathcal{E}\left(C^{(t)}\right)<\mathcal{E}\left(C^{(t-1)}\right)$. Finally, we show that there are always $\mathcal{D}(j+1)+1$ light color classes for the recursion. By induction, the recursively computed set $Q$ is an $\mathcal{M}(j+1)$-colorful choice. As $C$ is pruned to at most $\mathcal{D}(j)+1$ points at the end of the balancing-steps, there are at most $\left\lfloor\frac{\mathcal{D}(j)+1}{\mathcal{M}(j)-\mathcal{M}(j+1)}\right\rfloor$ heavy color classes. One can show that this is at most $\mathcal{D}(j)-(\mathcal{D}(j+1)+1)$ for $d=\Omega\left(1 / \varepsilon^{3}\right)$. Since we assumed $\varepsilon=\Omega\left(d^{-1 / 3}\right)$, we can always find $\mathcal{D}(j+1)+1$ light colors.

We now analyze the running time. Each iteration of the balancing-steps reduces the excess by at least one until the desired approximation guarantee is reached. Thus, the total number of iterations is bounded by $\mathcal{D}(j)+1-\mathcal{M}(j)=O(d)$. Each iteration requires $O\left(d^{4}\right)$ time. The recursion stops when $d=O(1)$ or
$\mathcal{M}(j) \geq \mathcal{D}(j)+1$. In the first case, a perfect colorful choice is computed in $O(1)$ time. In the second case, we spend $O\left(d^{4}\right)$ time since pruning $P_{1}$ with Lemma 4 already gives a valid approximation. We can bound the recursion depth $j$ until the second base case is reached. Since $\mathcal{M}(j) \geq \varepsilon(1-\varepsilon)^{j / 2}(d+1)$ and $3(1-$ $\varepsilon)^{j}(d+1) \geq \mathcal{D}(j)+1$, we have $\mathcal{M}(j) \geq \mathcal{D}(j)+1$ for $j=O((1 / \varepsilon) \log (1 / \varepsilon))$ using that $-\log (1-\varepsilon)=\Omega(\varepsilon)$. Thus, the total running time is $d^{O((1 / \varepsilon) \log (1 / \varepsilon))}$.

## 4 A Subexponential Exact Algorithm

Now, we consider the case that we have "many" color classes instead of "only" $d+1$ : given $\Theta\left(d^{2} \log d\right)$ color classes, our algorithm computes a perfect colorful choice in $d^{O(\log d)}$ time, improving the brute force $d^{O(d)}$ algorithm. The algorithm follows the structure of Miller and Sheehy's algorithm for computing approximate Tverberg partitions [7]. We repeatedly combine $m$-colorful choices (for some $m$ ) to one $\lceil m / 2\rceil$-colorful choice. Eventually, we obtain a perfect colorful choice.

Lemma 7 Let $C_{1}, \ldots, C_{d+1} \subset \mathbb{R}^{d}$ be $m$-colorful choices s.t. $\left|C_{i}\right| \leq d+1$ and s.t. $\overrightarrow{0} \in \operatorname{conv}\left(C_{i}\right)$. Then, a $\lceil m / 2\rceil$-colorful choice containing the origin in its convex hull can be computed in $O\left(d^{5}\right)$ time.

Proof. First, we prune each set $C_{i}$ with Lemma 4. This requires $O\left(d^{5}\right)$ time. Next, for $i=1, \ldots, d+$ 1 , we partition the colorful choice $C_{i}$ into two sets $C_{i, 1}, C_{i, 2}$ of equal size s.t. the points from each color class are distributed evenly among the two sets. For each partition $C_{i, 1}, C_{i, 2}$, we apply Lemma 6 to obtain two representatives $c_{i, 1}$ and $c_{i, 2}$ in $O\left(d^{3}\right)$ time. By Lemma 6, we have $c_{i, 1} \in \operatorname{pos}\left(C_{i, 1}\right)$ and $c_{i, 2} \in \operatorname{pos}\left(C_{i, 2}\right)$. Since $\overrightarrow{0} \in \operatorname{conv}\left(\left\{c_{i, 1}, c_{i, 2}\right\}\right)$, both points lie on a line through the origin and thus $-c_{i, 1} \in \operatorname{pos}\left(C_{i, 2}\right)$. The $d+$ 1 points $c_{1,1}, c_{2,1}, \ldots, c_{d+1,1}$ are linearly dependent, so there exists a nontrivial linear combination $\overrightarrow{0}=\alpha_{1} c_{1,1}+$ $\cdots+\alpha_{d+1} c_{d+1,1}$. For $i=1, \ldots d+1$, we let the set $C$ contain $C_{i, 1}$ if $\alpha_{i}>0\left(\right.$ since $\left.c_{i, 1} \in \operatorname{pos}\left(C_{i, 1}\right)\right)$ and $C_{i, 2}$ if $\alpha_{i}<0$ (since $-c_{i, 1} \in \operatorname{pos}\left(C_{i, 2}\right)$ ). By construction, $C$ contains the origin in its convex hull and exactly one of $C_{i, 1}, C_{i, 2}$, for $i=1, \ldots, d+1$. Since all sets $C_{i}$ are $m$-colorful choices, $C$ is a $\lceil m / 2\rceil$-colorful choice.

Proof of Theorem 3. Let $A$ be an array of size $k=$ $\Theta(\log d)$. We set $c_{0}=d+1$ and $c_{i}=\left\lceil c_{i-1} / 2\right\rceil$, for $i=1, \ldots, k-1$. The $i$ th cell of $A$ stores a collection of $c_{i}$-colorful choices, such that each color class appears in exactly one colorful choice in $A$. Initially, $A[0]$ contains all $\Theta\left(d^{2} \log d\right)$ color classes. We repeat the following steps, until we have computed a perfect colorful choice: let $i$ be the maximum index s.t. $A[i]$ contains some $d+1$ sets $C_{1}, \ldots, C_{d+1}$. We apply Lemma 7 to obtain one $c_{i+1}$-colorful choice $C$. Let $C^{\prime}$ be the set $C$ pruned with Lemma 4. If $C^{\prime}$ is a perfect colorful choice, we return it.

Otherwise, we add it to $A[i+1]$. Furthermore, we add all colors that were removed during the pruning to $A[0]$. As these colors do not appear anywhere else in $A$, the invariant is maintained. We claim that a combination of $d+1$ sets in $A[k]$ for $k=\lceil\log (d+1)\rceil+1$ results in a perfect colorful choice. We have $c_{j} \leq \frac{d+1}{2^{k}}+2$. Thus, sets in $A[\lceil\log (d+1)\rceil]$ are 3 -colorful choices, sets in $A[\lceil\log (d+1)\rceil+1]=A[k]$ are 2-colorful choices and the combination of $d+1$ sets in $A[k]$ gives a perfect colorful choice. It remains to show that we can always make progress. The array has $k=\Theta(\log d)$ levels and a colorful choice has at most $d$ colors. Thus, for $d^{2} k+1=\Theta\left(d^{2} \log d\right)$ colors, the pigeonhole principle implies that there is a cell with $d+1$ sets.

Let us consider the running time. One combination step takes $O\left(d^{5}\right)$ time. To compute a set in level $i$, we have to compute $d+1$ sets in level $i-1$. Hence, computing one set in level $k+1$ takes $d^{O(\log d)}$ time.
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# Packing Segments in a Simple Polygon is APX-hard 
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#### Abstract

For a given set of line segments and a polygon $P$ in the plane, we want to find the maximum number of segments that can be disjointly embedded by translation into $P$. We show APX-hardness and discuss variations.

This problem can be considered in two respects: as a variant of the Kakeya problem and as a maximumpacking problem for line segments.


## 1 Introduction

The Kakeya Problem. The famous Kakeya problem asks for the region $R$ in the plane with minimumarea such that a unit-length line segment can continuously rotate by $\pi$ within $R$. One variant of the Kakeya problem relaxes the continuous rotation and tries to find a planar region $R^{\prime}$ with the minimum area such that translates of all the unit-length line segments in the plane can be placed in $R^{\prime}$. The segments may intersect. This region $R^{\prime}$ is called a minimum area translation cover.

Pál [5, 4] solved these two problems, and many other interesting variations about the minimum-area translation cover have been studied (refer [3, 6] for surveys).
A Minimum-Container Problem and a 3approximation Algorithm. Finding a minimumarea translation cover can be considered as a minimum-container problem if we want to disjointly embed line segments. The following question arises naturally in this context; given a set of line segments $\mathcal{S}$, what is the minimum-area convex body $R$ such that translates of segments in $\mathcal{S}$ can be disjointly embedded in $R$ ?

We suspect this problem is computationally intractable, but not much is known about this problem except for a 3 -approximation algorithm by Sang Won Bae (by private communication).

The 3 -approximation algorithm is as follows. Using the algorithm by Ahn et al. [1], we compute the triangle $T$ which is the minimum-area convex translation cover of the given set of line segments $\mathcal{S}$. Then, we construct a convex trapezoid $Q$ as follows. First translate two copies $T_{1}, T_{2}$ of $T$ so that one side of
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Figure 1: The minimum-area convex translation cover $T$ and the trapezoid $Q=T_{1} \cup T_{2} \cup T_{3}$.
each copy is aligned on a line and $T_{1}$ and $T_{2}$ share one vertex $v$. We obtain the third copy $T_{3}$ by rotating $T$ by $\pi$ and translate it so that the three copies form the trapezoid $Q=T_{1} \cup T_{2} \cup T_{3}$, see Figure 1 .

Then all segments in $\mathcal{S}$ can be disjointly embedded in $Q$; every segment $s$ in $\mathcal{S}$ can be translated in a way that one of its endpoints lies on $v$ and $s$ still lies inside $Q$. Since the optimal area is at least the area of $T$, the obtained trapezoid gives a 3 -approximation.
Problem Definition and Summary of Results. To solve a minimum-container problem it is natural to consider its dual, that is, a maximum-packing problem. We consider the maximum-packing problem in this abstract. We show hardness results for simple polygons and a simple approximation algorithm for convex polygons.

As in [2], we define MaxSegPackd for a class $\mathcal{R}$ of regions in $\mathbb{R}^{d}$ as the following problem; given a collection of (open) segments and a region $R \in \mathcal{R}$, what is the maximum number of segments that can be disjointly embedded in $R$ by translation?

This problem is known to be NP-hard when $\mathcal{R}$ is a convex 3 -polytope of general regions in the plane [2]. We state the result for a convex 3-polytope.

Theorem 1 ([2]) MaxSegPack3 for a convex 3polytope is NP-hard.

We state the main results as the following theorem.

Theorem 2 MaxSegPack2 for a simple polygon and a set of unit segments $\mathcal{U}$ is strongly NPcomplete. Also, approximating an optimal solution of MaxSegPack2 for a simple polygon and a set of unit segments with an approximation ratio $15 / 16+\varepsilon$ is NP-hard for any $\varepsilon>0$.

We could also find a simple approximation algorithm.

Theorem 3 There exists a $k$-approximation algorithm for MAxSEgPack2 for a convex $k$-gon.

By inspecting the proof from Theorem 1 in [2], we could easily conclude NP-hardness for highdimensional cases.

We extend MaxSegPackd to the following problem $\operatorname{MaxPack}\left(d_{K}, d_{S}\right)$; given a collection of (open) $d_{S}$-simplices and region $R$ in $d_{K}$-space, what is the maximum number of simplices that can be disjointly embedded in $R$ by translation?

Theorem $4 \operatorname{MaxPack}\left(d_{K}, d_{S}\right)$ for a convex $d_{K^{-}}$ polytope is NP-hard for all $d_{K} \geq 3, d_{S} \geq 1$.

Remark. When a line segment $s$ can be embedded in some region $R$, we say $s$ fits in $R$. Also, if a set of line segments $\mathcal{S}$ can be disjointly embedded in $R$, we say $\mathcal{S}$ can be packed in $R$.

We regard two line segments of the same lengths and the same slopes as the same line segment since if two line segments have the same lengths and the same slopes we can overlap them completely by translation.

## 2 Proof of Theorem 2

We first show that MaxSegPack2 for a simple polygon $P$ is in NP and then show that it is NP-hard. A natural candidate for a certificate of this problem is the set of the coordinates of the endpoints of the line segments. We can check whether the line segments are inside a given simple polygon $P$ and whether they have no intersections by using linear inequalities.

We claim that those coordinates and the coefficients of linear inequalities can be described with polynomial precision. To this end, it is enough to show that the coordinates correspond to a feasible solution of conjunctions and disjunctions of a polynomial number of linear inequalities with coefficients of bounded precision.

To specify the linear inequalities, we first triangulate the given simple polygon arbitrarily. Three inequalities suffice to describe if each endpoint lies in one of the triangles. This gives us $6 n$ inequalities, where $n$ specifies the number of line segments we want to pack. A pair of line segments is crossing free if and only if at least one of them is completely to the left or completely to the right of the supporting line of the other. Since two linear inequalities suffice to describe if a line segment is to the left of another, this gives us $2\binom{n}{2}$ linear inequalities. Lastly, we need to specify two equalities per line segment to define the slope and the length of line segments (relative positions of two endpoints). In total, this gives us $6 n+2\binom{n}{2}$ inequalities and $2 n$ equalities with coefficients of bounded precision. Hence, we can verify any certificate in a polynomial time.

Before describing the reduction from MAX-3-SAT, we state the following two lemmas for constructing gadgets. Lemma 5 will be used for the clause gadgets and Lemma 6 for the variable gadgets.


Figure 2: Four segments and a polygon such that exactly one of the segments fits but no two of them can be packed.

Lemma 5 Let $S$ be a set of unit-length line segments with distinct slopes. We construct a convex polygon $Q=Q(S)$ with the following properties:

1. any segment $s \in S$ fits in $Q$;
2. no two segments in $S$ can be packed in $Q$; and
3. no unit-length line segment $s \notin S$ fits in $Q$.

Proof. Translate all the segments of $S$ so that their midpoints lie at the origin. Now define $Q(S)$ as the convex hull of all those segments; see Figure 2 for an illustration.

The diameter of $Q$ is 1 and the diameter is attained only for pairs of opposite extreme points of $Q$. Therefore, a unit-length line segment $s$ fits in $Q$ if and only if $s$ can be translated in a way that its endpoints lie at opposite extreme points of $Q$. This implies the first and the third property.

Each segment $s$ that fits in $Q$ has a unique position in $Q$ and this unique position always goes through the origin. Thus, no two segments of unit length can be packed in $Q$. This implies the second property.


Figure 3: Sets $S$ and $S^{\prime}$ and the convex polygon $R\left(S, S^{\prime}\right)$ constructed from them.

Lemma 6 Let $S$ be a set of unit length line segments such that the angle with the $x$-axis is within $\pm 0.1$ radian, and let $S^{\prime}$ be a set of unit-length line segments such that the angle with the $y$-axis is within $\pm 0.1$ radiant.

There exists a convex polygon $R=R\left(S, S^{\prime}\right)$ with the following properties:

1. segments in $S$ can be packed in $R$;
2. the set $S^{\prime}$ can be packed in $R$;
3. no two segments $s \in S$ and $s^{\prime} \in S^{\prime}$ can be packed in $R$; and
4. no unit segment $s \notin S \cup S^{\prime}$ fits into $R$.

Proof. Translate the left endpoint of every line segment $s \in S$ to the point $(-0.5,0)$ and the bottom endpoint of every line segment $s^{\prime} \in S^{\prime}$ to the point $(0,-0.5)$. The convex hull of those segments define $R=R\left(S, S^{\prime}\right)$. See Figure 3 .

The diameter of $Q$ is 1 and the diameter is attained only for pairs of points $(p, q)$ such that either 1) $p=$ $(-0.5,0)$ and $q$ is one of right extreme points (marked blue in Figure 3). or 2) $p=(0,-0.5)$ and $q$ is one of top extreme points (marked green in Figure 3). These are exactly the endpoints of segments in $S \cup S^{\prime}$ after we moved the segments of $S$. By the same argument as in Lemma 5 , any unit-length line segment $s$ fits in $R$ if and only if $s \in S \cup S^{\prime}$. Each segment $s$ that fits in $R$ has a unique position $p(s)$ in $R$. Observe that $p\left(s_{1}\right)$ and $p\left(s_{2}\right)$ are disjoint if either $s_{1}, s_{2} \in S$ or $s_{1}, s_{2} \in S^{\prime}$ and $p\left(s_{1}\right)$ and $p\left(s_{2}\right)$ intersect otherwise. Thus, any two segments $s_{1}$ and $s_{2}$ can be packed in $R$ if and only if either $s_{1}, s_{2} \in S$ or $s_{1}, s_{2} \in S^{\prime}$. Altogether these arguments imply the above four properties.

Given a 3-CNF formula $\phi$ with $m$ clauses and $n$ variables, we construct a simple polygon $P$ and a set of $2 m$ unit segments $\mathcal{U}$ that satisfy the following property; there exists an assignments that satisfies $t$ clauses of $\phi$ if and only if $t+m$ elements of $\mathcal{U}$ can be disjointly embedded in $P$.

We begin by defining the line segments. Then we describe clause and variable polygons and finally we describe how to join everything to one big polygon.

For each clause $C_{i}, i=1, \ldots, m$ of $\phi$ we construct two unit segments $s_{i}$ and $s_{i}^{\prime}$. The line segment $s_{i}$ forms an angle $\alpha_{i}=\frac{i}{100 m}$ with the $x$-axis and $s_{i}^{\prime}$ forms an angle $\alpha_{i}^{\prime}=\frac{i}{100 m}$ with the $y$-axis. ${ }^{1}$ Note that all $s_{i}$ 's can be regarded as slight perturbations of a horizontal unit segment, and all $s_{i}^{\prime}$ as a slight perturbation of a vertical unit segment.

For each clause $C_{i}$ we define the clause polygon

$$
Q_{i}=Q\left(\left\{s_{i}, s_{i}^{\prime}\right\}\right)
$$

according to Lemma 5 .
For each variable $x_{j}$ with $j=1, \ldots, n$, we define
$S_{j}=\left\{s_{i} \mid\right.$ the literal $x_{j}$ is contained in $\left.C_{i}\right\}$ and
$S_{j}^{\prime}=\left\{s_{i}^{\prime} \mid\right.$ the literal $\overline{x_{j}}$ is contained in $\left.C_{i}\right\}$.
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Figure 4: Joining polygons together without new segments fitting in.

For each variable $x_{j}$ we define the variable polygon

$$
R_{j}=R\left(S_{j}, S_{j}^{\prime}\right)
$$

according to Lemma 6. Note that each segment $s \in \mathcal{U}$ fits in at most four polygons: one clause polygon and at most three variable polygons.

The polygon $P$ is defined by joining all the polygons $Q_{1}, \ldots, Q_{m}, R_{1}, \ldots, R_{n}$. In order to join these polygons, add a narrow diagonal tunnel from one polygon to the next; see Figure 4 for an illustration. Since every segment in $\mathcal{U}$ is either almost horizontal or vertical, none of them fits into the tunnel.

It is clear that this construction can be done within a polynomial time. For this polygon $P$ and this set of line segments $\mathcal{U}$, we claim that there exists an assignment that satisfies $t$ clauses of $\phi$ if and only if $t+m$ elements of $\mathcal{U}$ can be packed in $P$.

First suppose that we are given an assignment $A$ that satisfies $t$ clauses of $\phi$. We will describe how to embed $t+m$ segments in the polygon $P$. There are some segments that fit in $P$ not uniquely but in several possible variable polygons. In this case, we make an arbitrary choice. If $x_{j}$ is true in $A$, place segments in $S_{j}$ in the variable polygon $R_{j}$ and if $x_{j}$ is false in $A$, place segments in $S_{j}^{\prime}$ in $R_{j}$ unless the segments are already placed in some other variable polygon. We also place all remaining segments into their corresponding clause polygon $Q_{i}$ if possible.

If $C_{i}$ is satisfied by $A$, both segments $s_{i}$ and $s_{i}^{\prime}$ are placed in $P$ for the following reason. Either $s_{i}$ or $s_{i}^{\prime}$ is placed in $R_{j}$ for some $j$ since at least one variable $x_{j}$ in $C_{i}$ makes $C_{i}$ satisfied. We placed the other to $Q_{i}$ unless it is already contained in a different variable polygon.

Otherwise, only one of the segments $s_{i}$ or $s_{i}^{\prime}$ fits in $P$, since neither $s_{i}$ nor $s_{i}^{\prime}$ are contained in any variable polygon $R_{j}$ and both segments cannot fit in $Q_{i}$. Since $t$ clauses are satisfied, the first case happens $t$ times and the second case appears $m-t$ times. Hence, $t+m$ segments can be packed into $P$.

For the other direction, suppose $t+m$ segments in $\mathcal{U}$ can be packed in $P$. We assume this packing is maximal. We define an assignment $A$ by checking which segments are placed in $R_{j}$. If $R_{j}$ contains a segment of $S_{j}$ then we set $x_{j}$ to true and otherwise
we set $x_{j}$ to false. We can repeat the same argument in the other direction. For each clause $C_{i}$, if $s_{i}$ and $s_{i}^{\prime}$ are both packed, then either $s_{i}$ or $s_{i}^{\prime}$ is in some $R_{j}$, which implies that the clause $C_{i}$ is satisfied by the variable $x_{j}$. Otherwise, one of $s_{i}$ and $s_{i}^{\prime}$ is packed, but none of $s_{i}$ and $s_{i}^{\prime}$ is placed in a variable polygon, and this implies that $C_{i}$ cannot be satisfied by $A$. Then $2 \times n_{S}+n_{N}=t+m$ and $n_{S}+n_{N}=m$ where $n_{S}$ is the number of satisfied clauses and $n_{N}$ is the number of non-satisfied clauses. Then the number of satisfied clause in $A$ is $t$. This shows the problem is NP-hard.

Finally we show that no approximation algorithm exists with an approximation ratio $15 / 16+\varepsilon$ for any $\varepsilon>0$. Suppose there exists an approximation algorithm for MaxSegPack2 for a simple polygon and a set of unit length segments with an approximation ratio $15 / 16+\varepsilon / 2$ for some $\varepsilon>0$. By using the previous construction for any CNF formula $\phi$ of $m$ clauses, we can find an assignment $A$ that satisfies $t$ clauses where $\frac{t+m}{2 m} \geq 15 / 16+\varepsilon / 2$; that is, we have an approximation algorithm for MAX-3-SAT with an approximation ratio $t / m \geq 7 / 8+\varepsilon$.

Since there is no approximation algorithm for MAX-3-SAT with the approximation ratio $7 / 8+\varepsilon$ for any $\varepsilon>0$ unless $\mathrm{P}=\mathrm{NP}$, there exists no approximation algorithm for MaxSegPack2 for a simple polygon and a set of unit segments with an approximation ratio $15 / 16+\varepsilon / 2$ for any $\varepsilon / 2>0$ unless $\mathrm{P}=\mathrm{NP}$.

## 3 Approximation Algorithm for a Convex $k$-gon

The following algorithm gives a $k$-approximation for MaxSegPack2 for a convex polygon.

Input: a set of line segments $\mathcal{S}$; convex $k$-gon $P$
Output: $\mathcal{T} \subseteq \mathcal{S} ;$ a k-approximated solution
for all $v \in$ vertices of $P$ do
$S_{v}:=\{s \in \mathcal{S}: s$ can be placed on $v$ inside $P\}$
end for
return the largest set $S_{v}$
Any segment $s \in \mathcal{S}$ that fits in $P$ can be translated so that one of endpoints of $v$ is on a vertex of $P$ and $v$ still lies in $P$. For each vertex $v$ of $P$, all the elements $S_{v}$ can be packed in $P$. Since

$$
\bigcup_{p: \text { vertices of } P} S_{v}
$$

is at least the optimal solution, the largest set $S_{v}$ has the cardinality at least $1 / k$ of the optimal solution.

## 4 Hardness for $d$-space

Theorem 1 in [2] states MaxSegPack3 for a convex 3 -polytope is NP-hard; that is, $\operatorname{MaxPaCK}(3,1)$ is NPhard. In the proof, all line segments were constructed in a way that they are uniquely embeddable in a convex 3-polytope for the reduction. We can prove


Figure 5: Visualization of constructing a pyramid, in dimension three.
that $\operatorname{MaxPack}\left(d_{K}, d_{S}\right)$ for a convex $d_{K}$-polytope is NP-hard inductively by reducing (1) an instance of $\operatorname{MaxPack}\left(d_{K}, 1\right)$ to an instance of $\operatorname{MaxPack}\left(d_{K}+\right.$ $1,1)$ and (2) an instance of MaxPack $\left(d_{K}, d_{S}\right)$ to an instance $\operatorname{MaxPack}\left(d_{K}+1, d_{S}+1\right)$.

Let $(K, \mathcal{S})$ be any instance of $\operatorname{MaxPack}\left(d_{K}, 1\right)$ where $K$ is a convex $d_{K}$-polytope and $\mathcal{S}$ a set of line segments that can be uniquely embedded in $K$. We construct $K^{\prime}$ by taking a pyramid whose base is $K$. Then $K^{\prime}$ is convex $\left(d_{K}+1\right)$-polytope. Then, $\left(K^{\prime}, \mathcal{S}\right)$ is an instance of $\operatorname{MaxPACK}\left(d_{K}+1,1\right)$ whose solution corresponds to a solution of $(K, \mathcal{S})$ for $\operatorname{MaxPaCK}\left(d_{K}, 1\right)$, since all line segments $s \in \mathcal{S}$ can be embedded in $K$ uniquely and $s$ cannot be embedded in any smaller homothetic copies of $K$. This is the reduction for (1), and the reduction for (2) is quite similar; we replace $s \in \mathcal{S}$ by the convex hull $s^{\prime}$ of $s$ and the apex of $K^{\prime}$. Therefore, $\operatorname{MaxPack}\left(d_{K}, d_{S}\right)$ is NP-hard for all $d_{K} \geq 3, d_{S} \geq 1$.
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#### Abstract

We study the following problem: preprocess a set $\mathcal{O}$ of objects in the plane into a data structure that allows us to efficiently report all pairs of objects from $\mathcal{O}$ that intersect inside an axis-aligned rectangular query range $Q$. We present data structures of size $O(n$ polylog $n)$ and with query time $O((k+1)$ polylog $n)$ time, where $k$ is the number of reported pairs, for two classes of objects: axis-aligned rectangles and objects with small union complexity.


## 1 Introduction

The study of geometric data structures is an important subarea within computational geometry, and range queries form one of the most widely studied topics within this area. In a range query, the goal is to report or count all points from a given set $\mathcal{O}$ that lie inside a query range $Q$. The more general version, where $\mathcal{O}$ contains other objects than just points and the goal is to report all objects intersecting $Q$, is often called intersection searching and it has been studied extensively as well.

A common characteristic of the range-searching and intersection-searching problems studied so far, is that whether an object $o_{i} \in \mathcal{O}$ should be reported (or counted) depends only on $o_{i}$ and $Q$. In this paper we study a range-searching variant where we are interested in reporting pairs of objects that satisfy a certain criterion. In particular, we want to preprocess a set $\mathcal{O}=\left\{o_{1}, \ldots, o_{n}\right\}$ of $n$ objects in the plane such that, given a query range $Q$, we can efficiently report all pairs of objects $o_{i}, o_{j}$ that intersect inside $Q$. An obvious approach is to precompute all intersections between the objects and store the intersections in a suitable intersection-searching data structure. This may give fast query times, but in the worst case any two objects intersect, so $\Omega\left(n^{2}\right)$ is a lower bound on the storage for this approach. The main question is thus: can we achieve fast query times with a data structure that uses subquadratic (and preferably near-linear) storage in the worst case?

We answer this question affirmatively for the case where $Q$ is an axis-aligned rectangle and for two classes of objects: axis-aligned rectangles and objects with

[^7]small union complexity. For axis-aligned rectangles we obtain a data structure with $O(n \log n)$ storage and $O\left((k+1) \log n \log ^{*} n\right)$ query time, where $k$ is the number of reported pairs of objects. Our data structure for objects with small union complexity - disks and other classes of fat objects are examples-uses $O(U(n) \log n)$ storage, where $U(n)$ is maximum complexity of the union of $n$ objects from the given class, and it has $O\left((k+1) \log ^{2} n\right)$ query time.

We assume throughout the paper that the objects in $\mathcal{O}$ as well as the query rectangles are closed sets.

## 2 Axis-aligned segments and rectangles

In this section we study the case where the set $\mathcal{O}$ is a set of $n$ rectangles in the plane. As a warm-up exercise we start with the case where $\mathcal{O}$ consists of axis-aligned segments. Our approach for these two cases is the same and uses the following two-step query process.

1. Compute a seed set $\mathcal{O}^{*}(Q) \subseteq \mathcal{O}$ of objects such that the following holds: for any two objects $o_{i}, o_{j}$ in $\mathcal{O}$ such that $o_{i}$ and $o_{j}$ intersect inside $Q$, at least one of $o_{i}, o_{j}$ is in $\mathcal{O}^{*}(Q)$.
2. For each seed object $o_{i} \in \mathcal{O}^{*}(Q)$, perform an intersection query with the range $o_{i} \cap Q$ in the set $\mathcal{O}$, to find all objects $o_{j} \neq o_{i}$ intersecting $o_{i}$ inside $Q$.

To make this approach efficient, we require that the seed set $\mathcal{O}^{*}(Q)$ does not contain too many objects that do not give an answer in Step 2. More precisely, if $k$ denotes the number of pairs of objects in $\mathcal{O}$ that intersect inside $Q$, then we require that $\left|\mathcal{O}^{*}(Q)\right|=$ $O(k+1)$.

Axis-aligned segments. Let $\mathcal{O}=\left\{s_{1}, \ldots, s_{n}\right\}$ be a set of axis-aligned segments, and let $\mathrm{V}(\mathcal{O})$ and $\mathrm{H}(\mathcal{O})$ denote the set of vertical and horizontal segments in $\mathcal{O}$, respectively. We assume for simplicity that we are only interested in intersections between horizontal and vertical segments; the solution can easily be adapted to the case where we also want to report intersections between two horizontal (or two vertical) segments.

The key to our approach is to be able to efficiently find the seed set $\mathcal{O}^{*}(Q)$. To this end, during the preprocessing we compute an $O(n)$-sized subset $W$ of the intersection points in $\mathcal{O}$. We call intersection points in $W$ witnesses. The witness set $W$ is defined as follows: for each line segment $s_{i} \in \mathrm{~V}(\mathcal{O})$ we put the
topmost and bottommost intersection points of $s_{i}$ with a segment from $\mathrm{H}(\mathcal{O})$ (if any) into $W$; for each line segment $s_{i} \in \mathrm{H}(\mathcal{O})$ we put the leftmost and rightmost intersection points of $s_{i}$ with a segment from $\mathrm{V}(\mathcal{O})$ (if any) into $W$. Since we take at most two witness points for each line segment, the size of $W$ is clearly at most $2 n$. Our data structure to find the seed set $\mathcal{O}^{*}(Q)$ now consists of three components.

- We store the witness set $W$ in a data structure $\mathcal{D}_{1}$ for 2-dimensional orthogonal range reporting.
- We store $\mathrm{V}(\mathcal{O})$ in a data structure $\mathcal{D}_{2}$ that allows us to decide if there are any segments that completely cross the query rectangle $Q$ from top to bottom. The data structure should also be able to report all such segments.
- We store $\mathrm{H}(\mathcal{O})$ in a data structure $\mathcal{D}_{3}$ that allows us to decide if there are any segments that completely cross the query rectangle $Q$ from left to right.

Step 1 of our query process, where we find the seed set $\mathcal{O}^{*}(Q)$, now proceeds as follows.

1(i) Perform a query in $\mathcal{D}_{1}$ to find all witness points inside $Q$. For each reported witness point, insert the corresponding segment into $\mathcal{O}^{*}(Q)$.
1(ii) Perform queries in $\mathcal{D}_{2}$ and $\mathcal{D}_{3}$ to decide if the number of segments crosses $Q$ completely from top to bottom, and the number of segments crosses $Q$ completely from left to right, are both non-zero. If so, report all segments crossing completely from top to bottom, and put them into $\mathcal{O}^{*}(Q)$.

Lemma 1 Let $s_{i}, s_{j}$ be two segments in $\mathcal{O}$ such that $s_{i} \cap s_{j} \in Q$. Then at least one of $s_{i}, s_{j}$ is put into $\mathcal{O}^{*}(Q)$.

Proof. If $s_{i}$ crosses $Q$ completely from left to right and $s_{j}$ crosses $Q$ completely from top to bottom (or vice versa), then one of them will be put into $\mathcal{O}^{*}(Q)$ in Step 1(ii). Otherwise at least one of the segments, say $s_{i}$, has an endpoint $v$ inside $Q$. But then the intersection point on $s_{i}$ closest to $v$, which is a witness point, must lie inside $Q$. Hence, $s_{i}$ is put into $\mathcal{O}^{*}(Q)$ in Step 1(i).

Recall that in Step 2 of the query procedure we need to report, for each segment $s_{i}$ in the seed set $\mathcal{O}^{*}(Q)$, the segments $s_{j} \in \mathcal{O}$ intersecting $s_{i} \cap Q$. Thus we need to store $\mathcal{O}$ in a data structure $\mathcal{D}_{4}$ that allows us to report all segments intersecting an axis-aligned query segment. Putting everything together we obtain the following theorem.

Theorem 2 Let $\mathcal{O}$ be a set of $n$ axis-aligned segments in the plane. Then there is a data structure that uses $O(n \log n)$ storage and that allows us to report, for any axis-aligned query rectangle $Q$, all pairs of
segments $s_{i}, s_{j}$ in $\mathcal{O}$ such that $s_{i}$ intersects $s_{j}$ inside $Q$ in $O\left((k+1) \log n \log ^{*} n\right)$ time, where $k$ denotes the number of answers.

Proof. For the data structure $\mathcal{D}_{1}$ on the set $W$ we can take a standard 2-dimensional range tree [2], which uses $O(n \log n)$ storage. If we apply fractional cascading [2], reporting the witness points inside $Q$ takes $O\left(\log n+k_{w}\right)$ time, where $k_{w}$ is the number of reported witness points. For $\mathcal{D}_{2}$ (and, similarly, $\mathcal{D}_{3}$ ) we note that a vertical segment $s_{i}:=x_{i} \times\left[y_{i}, y_{i}^{\prime}\right]$ crosses $Q:=\left[x_{Q}, x_{Q}^{\prime}\right] \times\left[y_{Q}, y_{Q}^{\prime}\right]$ if and only if the point $\left(x_{i}, y_{i}, y_{i}^{\prime}\right)$ lies in the range $\left[x_{Q}, x_{Q}^{\prime}\right] \times\left[-\infty, y_{Q}\right] \times$ $\left[y_{Q}^{\prime}, \infty\right]$. Hence, we can use the data structure of Subramanian and Ramaswamy [9], which uses $O(n \log n)$ storage and has $O\left(\log n \log ^{*} n+\#\right.$ answers $) ~ q u e r y ~ t i m e . ~$ Hence, the supporting data structures for Step 1 use $O(n \log n)$ storage, and finding the seed set takes $O\left(\log n \log ^{*} n+\left|\mathcal{O}^{*}(Q)\right|\right)$ time.

It remains to analyze Step 2 of the query procedure. First notice that the problem of finding for a given $s_{i} \in$ $\mathcal{O}^{*}(Q)$ all $s_{j} \in \mathcal{O}$ such that $s_{i} \cap Q$ intersects $s_{j}$, is the same range-searching problem as Step 1(ii), except that the query range is a line segment this time. Hence, we again transform the problem to a 3D range-searching problem and use the data structure of Subramanian and Ramaswamy [9]. Thus the running time of Step 2 is $\sum_{s_{i} \in \mathcal{O}^{*}(Q)} O\left(\log \log ^{*} n+k_{i}\right)$, where $k_{i}$ denotes the number of segments in $\mathcal{O}$ that intersect $s_{i}$ inside $Q$. Since $\left|\mathcal{O}^{*}(Q)\right| \leqslant 2 k$ where $k$ is the total number of reported pairs - each segment in $\mathcal{O}^{*}(Q)$ intersects at least one other segment inside $Q$ and for every reported pair we put at most two segments into the seed set the time for Step 2 is $O\left(\left|\mathcal{O}^{*}(Q)\right| \log n \log ^{*} n+k\right)=$ $O\left((k+1) \log n \log ^{*} n\right)$.

Axis-aligned rectangles. Let $\mathcal{O}=\left\{r_{1}, \ldots, r_{n}\right\}$ be a set of axis-aligned rectangles in the plane. As before, we first define a witness set $W$. The witnesses in $W$ are now axis-aligned segments rather than just points. For each rectangle $r_{i} \in \mathcal{O}$ we define at most ten witness segments, two for each edge of $r_{i}$ and two in the interior of $r_{i}$, as follows; see Fig. 1. Let $e$ be an edge of $r_{i}$, and consider the set $S(e):=e \cap$ $\left(\bigcup_{j \neq i} r_{j}\right)$, that is, the part of $e$ covered by the other rectangles. The set $S(e)$ consists of a number of subedges of $e$. If $e$ is vertical then we add the topmost and bottommost sub-edge from $S(e)$ (if any) to $W$; if $e$ is horizontal we add the leftmost and rightmost subedge to $W$. The two witness segments in the interior of $r_{i}$ are defined as follows. Suppose that there are vertical edges (belonging to other rectangles $r_{j}$ ) that completely cross $r_{i}$ from top to bottom. Then we put $e^{\prime} \cap r_{i}$ into $W$, where $e^{\prime}$ is the rightmost such crossing edge. Similarly, we put into $W$ the topmost horizontal edge $e^{\prime \prime}$ that completely crosses $r_{i}$ from left to right.


Figure 1: The witness segments for a rectangle $\left(r_{i}\right)$. The gray areas indicate all intersections with $r_{i}$. The black segments form the set of all witness segments of $r_{i}$.

Our data structure to find the seed set $\mathcal{O}^{*}(Q)$ now consists of the following components.

- We store the witness set $W$ in a data structure $\mathcal{D}_{1}$ that allows us to report the set of segments that intersect the query rectangle $Q$.
- We store the vertical edges of the rectangles in $\mathcal{O}$ in a data structure $\mathcal{D}_{2}$ that allows us to decide if the set $\mathrm{V}(Q)$ of edges that completely cross a query rectangle $Q$ from top to bottom, is nonempty. The data structure should also be able to report all (rectangles corresponding to) the edges in $\mathrm{V}(Q)$.
- We store the horizontal edges of the rectangles in $\mathcal{O}$ in a data structure $\mathcal{D}_{3}$ that allows us to decide if the set $\mathrm{H}(Q)$ of edges that completely cross a query rectangle $Q$ from left to right, is non-empty.
- We store $\mathcal{O}$ in a data structure $\mathcal{D}_{4}$ that allows us to report the set of rectangles that contain a query point $q$.

Step 1 of our query process, where we find the seed set $\mathcal{O}^{*}(Q)$, now proceeds as follows.
1(i) Perform a query in $\mathcal{D}_{1}$ to find all witness segments intersecting $Q$. For each reported witness segment, insert the corresponding rectangle into $\mathcal{O}^{*}(Q)$.
1(ii) Perform queries in $\mathcal{D}_{2}$ and $\mathcal{D}_{3}$ to decide if the sets $\mathrm{V}(Q)$ and $\mathbf{H}(Q)$ are both non-empty. If so, report all rectangles corresponding to edges in $\mathrm{V}(Q)$ and put them into $\mathcal{O}^{*}(Q)$.
1(iii) For each corner point $q$ of $Q$, perform a query in $\mathcal{D}_{4}$ to report all rectangles in $\mathcal{O}$ that contain $q$, and put them into $\mathcal{O}^{*}(Q)$.

The next lemma proves the correctness of this procedure. We prove the lemma in the full version using a case analysis.

Lemma 3 Let $r_{i}, r_{j}$ be two rectangles in $\mathcal{O}$ such that $\left(r_{i} \cap r_{j}\right) \cap Q \neq \emptyset$. Then at least one of $r_{i}, r_{j}$ is put into $\mathcal{O}^{*}(Q)$.

In the second part of the query procedure we need to report, for each rectangle $r_{i}$ in the seed set $\mathcal{O}^{*}(Q)$, the
rectangles $r_{j} \in \mathcal{O}$ intersecting $r_{i} \cap Q$. Thus we need to store $\mathcal{O}$ in a data structure $\mathcal{D}_{5}$ that allows us to report all rectangles intersecting an axis-aligned query rectangle. Putting everything together, and plugging in standard data structures as before, we obtain the following theorem.

Theorem 4 Let $\mathcal{O}$ be a set of $n$ axis-aligned rectangles in the plane. Then there is a data structure that uses $O(n \log n)$ storage and that allows us to report, for any axis-aligned query rectangle $Q$, all pairs of rectangles $r_{i}, r_{j}$ in $\mathcal{O}$ such that $r_{i}$ intersects $r_{j}$ inside $Q$ in $O\left((k+1) \log n \log ^{*} n\right)$ time, where $k$ denotes the number of answers.

## 3 Objects with small union complexity

In the previous section we presented efficient solutions for the case where $\mathcal{O}$ consists of axis-aligned rectangles. In this section we obtain results for classes of constantcomplexity objects with small union complexity. More precisely, we need that $U(n)$, the maximum union complexity of any set of $n$ objects from the class, is small. This is for instance the case for disks (where $U(n)=O(n)[8])$ and for locally fat objects (where $\left.U(n)=O\left(n 2^{O\left(\log ^{*} n\right)}\right)[1]\right)$.

Recall that in Step 2 of the query algorithm of the previous section, we needed to perform a range query with $o_{i} \cap Q$ for each $o_{i} \in \mathcal{O}^{*}(Q)$. When we are dealing with curved objects, this will be an expensive query. Hence, to deal with curved objects we modify our query procedure.

1. Compute a seed set $\mathcal{O}^{*}(Q) \subseteq \mathcal{O}$ of objects such that the following holds: for any two objects $o_{i}, o_{j}$ in $\mathcal{O}$ such that $o_{i}$ and $o_{j}$ intersect inside $Q$, both $o_{i}$ and $o_{j}$ are in $\mathcal{O}^{*}(Q)$.
2. Compute all intersecting pairs of objects in the set $\left\{o_{i} \cap Q: o_{i} \in \mathcal{O}^{*}(Q)\right\}$ by a plane-sweep algorithm.

The main question is now how to efficiently find $\mathcal{O}^{*}(Q)$, which should contain all objects intersecting at least one other object inside $Q$. Next we describe how to do this when the union complexity $U(m)$ is small. For each object $o_{i} \in \mathcal{O}$ we define $o_{i}^{*}:=\bigcup_{o_{j} \in \mathcal{O}, j \neq i}\left(o_{i} \cap o_{j}\right)$ as the union of all intersections between $o_{i}$ and all other objects in $\mathcal{O}$. Let $\left|o_{i}^{*}\right|$ denote the complexity (that is, number of vertices and edges) of $o_{i}^{*}$.

Lemma $5 \sum_{i=1}^{n}\left|o_{i}^{*}\right|=O(U(n))$.
Proof. Consider the arrangement induced by the objects in $\mathcal{O}$. We define the level of a vertex $v$ in this arrangement as the number of objects from $\mathcal{O}$ that contain $v$ in their interior. We claim that every vertex of any $o_{i}^{*}$ is a level- 0 or level- 1 vertex. Indeed, a level- $k$ vertex for $k>1$ is covered by $k$ objects and therefore it will be in interior of the intersection of those $k$ objects.

This is easily seen to imply that it cannot be a vertex of any $o_{i}^{*}$.

Since the level- 0 vertices are exactly the vertices of the union of $\mathcal{O}$, the total number of level-0 vertices is $U(n)$. Moreover, it follows from the Clarkson-Shor technique [5] that the total number of level-1 vertices is $O(U(n))$ as well. The lemma now follows from the fact that each level-0 or level-1 vertex contributes to at most two different $o_{i}^{*}$ 's.

Our goal in Step 1 is to find all objects $o_{i}$ such that $o_{i}^{*}$ intersects $Q$. To this end consider the connected components of $o_{i}^{*}$. If $o_{i}^{*}$ intersects $Q$ then one of these components lies completely inside $Q$ or an edge of $Q$ intersects $o_{i}^{*}$. By taking a representative point inside every component of each $o_{i}^{*}$ and storing these points in a structure for orthogonal range searching, we can find the components that are completely inside $Q$, leading to the following lemma.

Lemma 6 We can find all $o_{i}^{*}$ that have a component completely inside $Q$ in $O(\log n+k)$ time, where $k$ is the number of pairs of objects that intersect inside $Q$, with a data structure that uses $O(U(n) \log n)$ storage.

Next we describe a data structure for reporting all $o_{i}^{*}$ intersecting a vertical edge of $Q$; finding the $o_{i}^{*}$ intersecting a horizontal edge can be done in a similar way.

Our data structure is a balanced binary tree $\mathcal{T}$, whose leaves in $\mathcal{T}$ are in one-to-one correspondence to the objects in $\mathcal{O}$. For an (internal or leaf) node $\nu$ in $\mathcal{T}$, let $\mathcal{T}(\nu)$ denote the subtree rooted at $\nu$ and let $\mathcal{O}(\nu)$ denote the set of objects corresponding to the leaves of $\mathcal{T}(\nu)$. Define $\mathcal{U}(\nu):=\bigcup_{o_{i} \in \mathcal{O}(\nu)} o_{i}^{*}$. At node $\nu$, we store a point-location data structure on the trapezoidal map of $\mathcal{U}(\nu)$. (If the objects are curved, then the "trapezoids" in the map actually have curved top and bottom edges.)

Lemma 7 The tree $\mathcal{T}$ uses $O(U(n) \log n)$ storage and allows us to report all $o_{i}^{*}$ intersecting a vertical edge $s$ of $Q$ in $O\left((t+1) \log ^{2} n\right)$ time, where $t$ is the number of answers.

Proof. To report all $o_{i}^{*}$ intersecting $s$ we walk down $\mathcal{T}$, only visiting those nodes $\nu$ such that $s$ intersects $\mathcal{U}(\nu)$. This way we end up in the leaves corresponding to the $o_{i}^{*}$ intersecting $s$. To decide if we have to visit a child $\nu$ of an already visited node, we do a point location with both endpoints of $s$ in the trapezoidal map of $\mathcal{U}(\nu)$. Now $s$ intersects $\mathcal{U}(\nu)$ if and only if one of these endpoints lies in a trapezoid inside $\mathcal{U}(\nu)$ and/or the two endpoints lie in different trapezoids. Thus we spend $O(\log n)$ time to decide if we have to visit a node. Since we visit $O(k \log n)$ nodes, the total query time is as claimed.

To analyze the storage we claim that the sum of the complexities of $\mathcal{U}(\nu)$ over all nodes $\nu$ at any fixed height of $\mathcal{T}$ is $O(U(n))$. The bound on the storage then follows from the fact that the point location data structures on the trapezoidal maps take linear space [6], and the fact that the height of $\mathcal{T}$ is $O(\log n)$. It remains to prove the claim. Consider a node $\nu$ at a given height $h$ in $\mathcal{T}$. It can be shown that each vertex in $\mathcal{U}(\nu)$ is either a level- 0 or level- 1 vertex of the arrangement induced by the objects in $\mathcal{O}(\nu)$, or a vertex of $o_{i}^{*}$, for some $o_{i}$ in $\mathcal{O}(\nu)$. The number of vertices of the former type is $O(U(|\mathcal{O}(\nu)|))$, which sums to $O(U(n))$ over all nodes at height $h$. By Lemma 5 the number of vertices of the latter type over all nodes at height $h$ sums to $O(U(n))$.

Theorem 8 Let $\mathcal{O}$ be a set of $n$ constant-complexity objects in the plane from a class of objects such that the maximum union complexity of any $m$ objects from the class is $U(m)$. Then there is a data structure that uses $O(U(n) \log n)$ storage and that allows us to report for any axis-aligned query rectangle $Q$, in $O\left((k+1) \log ^{2} n\right)$ time all pairs of objects $o_{i}, o_{j}$ in $\mathcal{O}$ such that $o_{i}$ intersects $o_{j}$ inside $Q$, where $k$ denotes the number of answers.
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#### Abstract

Let $\mathcal{P}$ be a set of $n$ colored points with $k$ colors in the plane. A region is color-spanning if it contains at least one point from each color. In this paper, we study the problem of computing the smallest colorspanning equilateral triangle whose one side is parallel to $x$-axis. We first show that the number of the minimal color-spanning equilateral triangles is $O(n)$ in the worst case. Then, we present an efficient algorithm running in $O(n \log n)$ time to solve the problem. Finally, we show that our algorithm can be used to compute a 2 -approximation of the smallest perimeter color-spanning convex hull which is the first subquadratic time algorithm with approximation factor 2.


## 1 Introduction

Background. In many practical problems in computational geometry, the input points are imprecise. An imprecise point can be defined by a region where the exact location of the point can be anywhere inside the region [7]. In a case that an imprecise point is modeled with a discrete range such as a point set, each imprecise point can be represented by a set of points which determines all possible locations of that point. Therefore, by assigning a distinct color to each imprecise point, a set of $k$ imprecise points can be modeled by $n$ points with $k$ colors, where $n$ is the number of possible locations for all imprecise points. In this point of view, the problem is to choose exactly $k$ points with different colors in such a way that a geometric structure e.g. convex hull, diameter, bounding box, etc. gets minimized or maximized -see [5] and references therein. Furthermore, we have similar models in other areas such as facility location, statistical clustering, pattern recognition and generalized range searching $[1,3,8]$.
Related works. Suppose we are given a set of $n$ points with $k$ colors in the plane. A region is said to be color-spanning if it contains at least one point from each color. Abellanas et al. [1] presented an algorithm to compute the smallest color-spanning axisparallel rectangle in $O\left(n(n-k) \log ^{2} k\right)$ time. The problem of computing the smallest color-spanning circle can be solved in $O(n k \log n)$ time using the up-

[^8]per envelope of Voronoi surfaces [4]. In addition, Khanteimouri et al. [6] presented an $O\left(n \log ^{2} n\right)$ time algorithm to compute the smallest color-spanning axis-parallel square. Moreover, For the problem of computing the smallest perimeter color-spanning convex hull, Ju et al. [5] showed the NP-hardness of the problem, and they proposed a $\pi$-approximation algorithm running in $O\left(n^{2}+n k \log k\right)$ time. They also proposed a $\sqrt{2}$-approximation algorithm for the problem running in the same time of computing the smallest color-spanning rectangle.
Our Results. In this paper, we study the problem of computing the smallest color-spanning equilateral triangle whose one side is parallel to $x$-axis (SCST, for short). Beside the applications of this problem in location planning, the perimeter of the SCST approximates the perimeter of the smallest color-spanning convex hull. In Section 2, we first show that there are $O(n)$ minimal color-spanning triangles in the worst case. Then, we present an $O(n \log n)$ time algorithm to compute the SCST. Next in Section 3, we show that the perimeter of the SCST gives a 2 -approximation for the perimeter of the smallest color-spanning convex hull which significantly improves the first result presented in [5]. In fact, no subquadratic time algorithm with approximation factor 2 was known before. Finally, we conclude in Section 4.

## 2 Computing the Smallest Color-Spanning Equilateral Triangle

In this section, we focus on the problem of computing the smallest color-spanning equilateral triangle whose base is parallel to the $x$-axis. We start by some preliminaries and definitions.

### 2.1 Preliminaries and Definitions

Let $\mathcal{S}=\left\{s_{1}, \cdots, s_{n}\right\}$ be a set of points in the plane.

- For a point $s_{i} \in \mathcal{S}$, wedge of $s_{i}$ is the portion of the plane restricted between two half-lines with slopes $\pm \sqrt{3}$ starting from $s_{i}$ towards increasing $y$-coordinates - see Figure 1-(a). We denote the wedge of $s_{i}$ by $\mathcal{W}\left(s_{i}\right)$.
- We say $s_{i}$ dominates $s_{j}$ if and only if $\mathcal{W}\left(s_{i}\right) \subseteq$ $\mathcal{W}\left(s_{j}\right)$. A point $s_{i}$ is maximal if it is not dominated by any other point in $\mathcal{S}$.
- For a set of $m$ functions $\mathcal{F}=\left\{f_{1}, \cdots, f_{m}\right\}$ we define $\mathcal{L}_{\mathcal{F}}$ as the lower envelope of $\mathcal{F}$. Precisely, $\mathcal{L}_{\mathcal{F}}(x)=\min _{f \in \mathcal{F}} f(x)$. Similarly, $\mathcal{U}_{\mathcal{F}}=$ $\max _{f \in \mathcal{F}} f(x)$ denotes the upper envelope of $\mathcal{F}$.



Figure 3: Two types of a minimal color-spanning equilateral triangle.

We first show a new view of a color-spanning triangle whose base lies on some horizontal line $l$. Let $\mathcal{P}_{l} \subseteq \mathcal{P}$ be the subset of points above $l$ and $\mathcal{L}=$ $\left\{\mathcal{L}_{1}, \cdots, \mathcal{L}_{k}\right\}$ be the set of lower envelopes of all colors for the points in $\mathcal{P}_{l}$. Moreover, let $R$ be the region above the upper envelope $\mathcal{U}_{\mathcal{L}}$. We present the following lemma.

Lemma 1 An equilateral triangle $T$ whose base lies on line $l$ is color-spanning if and only if its apex belongs to $R$.

Proof. Let $p^{\prime}$ be some point in $\mathcal{P}_{l}$. Clearly, triangle $T$ with base on $l$ contains $p^{\prime}$ if and only if its apex belongs to $\mathcal{W}\left(p^{\prime}\right)$. Since the region above $\mathcal{L}_{i}$ is the union of all wedges of points with color $i$, the triangle $T$ with apex located at a point above $\mathcal{L}_{i}$ contains at least one $i$-colored point. From the fact that $R$ is the intersection of regions above $\mathcal{L}_{i}$ for all $i$, we conclude that $T$ is color-spanning if its apex belongs to $R$. The converse implication can be proved in a similar way.

Now, suppose we sweep the points with line $l$. When the sweep line $l$ crosses a new point $p \in \mathcal{P}$ with color $i$, the insertion of $p$ changes the structure $\mathcal{L}_{i}$-see Figure 4 . Thus, the upper envelope may also be changed. To see the relation between minimal color-spanning triangles and the upper envelope of described structures, we present the following lemma.


Figure 4: The apex of a minimal CST is placed on a valley point of $\mathcal{U}_{\mathcal{L}}$.

Lemma 2 A triangle $T$ with apex $q$ is a minimal CST if and only if $q$ appears for the first time as a valley point on some $\mathcal{U}_{\mathcal{L}}$ during the plane sweep.

Proof. Consider the event that $l$ encounters the point $p$ with color $i$ and $q$ appears as a valley point on $\mathcal{U}_{\mathcal{L}}$ for the first time. Let $T$ be the triangle defined by the apex $q$ with base on $l$. As $q$ belongs to $\mathcal{U}_{\mathcal{L}}$, triangle $T$ is color-spanning according to Lemma 1 . To conclude that $T$ is minimal, we first show that $p$ is the unique point with color $i$ included in $T$. Since $q$ appeared for the first time, therefore $q$ belongs to $\mathcal{W}(p)$ and $T$ contains $p$ on its bottom edge. Besides, since $q$ appeared for the first time, it must be a point below the structure $\mathcal{L}_{i}$ before the insertion of point $p$. Thus, $T$ could not contain any point of color $i$ just before the time $l$ reaches $p$. On the other hand, each valley point of $\mathcal{U}_{\mathcal{L}}$ can be either a valley of some $\mathcal{L}_{j}$ or an intersection point of $\mathcal{L}_{j}$ and $\mathcal{L}_{t}$ for some colors $j$ and $t$-see Figure 4. These cases determine the two types of minimal CSTs which are illustrated in Figure 3. We can simply prove the converse implication in a similar way, but we omit the details due to the space constraint.

Therefore, we can state that the number of minimal CSTs is equal to the number of distinct valleys that are created on $\mathcal{U}_{\mathcal{L}}$ during the plane sweep process. Although there is a configuration of points $\mathcal{P}$ in which the lower envelops $\mathcal{L}_{i}$ intersect each other in $\Omega(n k)$ points, we show that only $O(n)$ distinct valley points can appear on $\mathcal{U}_{\mathcal{L}}$. Let $a p p_{i}$ be the number of mountains that appear for the first time on $\mathcal{U}_{\mathcal{L}}$ when $l$ reaches point $p_{i}$. Similarly, let $d e l_{i}$ be the number of deleted mountains. We first present the following lemma.

Lemma 3 The number of newly appeared valleys is at most del $l_{i}+a p p_{i}$ when $l$ crosses point $p_{i}$.

Proof. We can partition the set of newly appeared mountains into $m$ components of consecutive mountains of $\mathcal{U}_{\mathcal{L}}$, as illustrated in Figure 5. Each component should be placed under at least one deleted mountain. It is easy to see that the number of newly appeared valleys that are located among these components is at most app $_{i}+m$-see Figure 5. In addition, there could be some deleted mountains such that there is not any newly appeared mountain below them. The number of this type of deleted mountains is at most $d e l_{i}-m$. We can simply show that the number of newly appeared valleys of this type is at most $d e l_{i}-m$. Therefore, since a deleted mountain never reappears we conclude the lemma.

From the fact that each point $p_{i}$ creates exactly two new mountains on $\mathcal{L}_{i}$ the total number of created


Figure 5: Squares and filled circles indicate respectively the newly appeared and the deleted mountains.
mountains during the sweep process is $2 n$. Moreover, each mountain can appear on $\mathcal{U}_{\mathcal{L}}$ and is deleted once. Thus, we conclude the following lemma according to Lomma 3.

Lemma 4 There are $O(n)$ minimal CSTs in the worst case.

Brodal et al. [2] presented a data structure to maintain the planar maximal points with $O(\log n)$ worst case time per insertion or deletion. They define that a point $p=\left(p_{x}, p_{y}\right)$ dominates another point $q=\left(q_{x}, q_{y}\right)$ if inequalities $p_{x} \geq q_{x}$ and $p_{y} \geq q_{y}$ hold. Moreover, they showed their data structure allows reporting the maximal points that dominate a given query point $q$ in $O(\log n+r)$ time, where $r$ is the number of reported points.

It is easy to see that we can adopt the definition of maximal points used in this paper with the one defined in [2]. Furthermore, to maintain the upper envelope $\mathcal{U}_{\mathcal{L}}$ it suffices to maintain the maximal points of mountains instead of the original points. A valley on $\mathcal{U}_{\mathcal{L}}$ can be obtained by two consecutive maximal mountain points. We exploit the data structure presented in [2] to perform the insertion and deletion of mountains. Moreover, we use a maximal reporting query to obtain the newly appeared valleys. In the following we explain the details.

Consider the event that $l$ passes point $p$ with color i. First, we intersect the boundary of $\mathcal{W}(p)$ with $\mathcal{L}_{i}$. Let $s$ and $t$ be the intersected points such that $s_{x} \leq t_{x}$ ( $s$ or $t$ may be equal to $-\infty$ and $+\infty$ respectively). Moreover, let $Q=\left\{q_{1}, \cdots, q_{m}\right\}$ be the sorted list of points that appear on $\mathcal{L}_{i}$ from $s$ to $t$. First, we do the insertions of mountains $s$ and $t$. Now, to perform the deletion of point $q_{i}$ and report the newly appeared valleys we do as follows. As the first case, suppose $q_{i}$ is not a point of $\mathcal{U}_{\mathcal{L}}$. In this case, we only perform a deletion of $q_{i}$ and no new valley gets reported. In the other case, $q_{i}$ is a maximal mountain point. To report the new valleys that appear by deletion of $q_{i}$, we first compute the query point $q_{i}^{\prime}$ by finding the two adjacent mountains of $q_{i}$ on $\mathcal{U}_{\mathcal{L}}$-see Figure 6. Then, we perform a deletion of $q_{i}$ from the data structure and perform a maximal reporting with query point $q_{i}^{\prime}$ to compute the newly appeared valleys. Therefore, we present the following theorem.


Figure 6: Updating the upper envelope $\mathcal{U}_{\mathcal{L}}$ and reporting the newly appeared valleys.

Theorem 5 For a given set of $n$ points with $k$ colors in the plane, the problem of computing the SCST can be solved in $O(n \log n)$ time.

Proof. We can compute $s$ and $t$ by performing a binary search in the sorted list of $\mathcal{L}_{i}$ in $O(\log n)$ time. Since there are totally $2 n$ mountains, all insertions and deletions take $O(n \log n)$ time. On the other hand, the data structure presented in [2] allows us to compute each query point $q_{i}^{\prime}$ in $O(\log n)$ time. Since we perform $O(n)$ queries in such a way that each minimal CST gets reported only once, we conclude from Lemma 4 that the query takes $O(n \log n)$ time in total. Therefore, the running time of the algorithm is $O(n \log n)$.

## 3 Approximating the Smallest Perimeter ColorSpanning Convex Hull

In this section, we show that the SCST gives a constant factor approximation for the smallest perimeter color-spanning convex hull (SCSCH, for short). The problem of computing the SCSCH is to choose one point from each color in such a way the perimeter of convex hull of the selected points gets minimum. We present the following theorem.

Theorem 6 There is a 2-approximation algorithm for computing the SCSCH running in $O(n \log n)$ time.

Proof. Let $T$ be the SCST computed by the algorithm described in previous section. Moreover, let $C H^{*}$ be the SCSCH. Since $T$ is color-spanning there is a convex hull $C H$ inscribed in $T$. Therefore, inequalities $P\left(C H^{*}\right) \leq P(C H) \leq P(T)$ hold, where $P($.$) de-$ notes the perimeter function. On the other hand, let $T^{\prime}$ be the smallest equilateral triangle which contains $C H^{*}$. For the points included in $T^{\prime}$, we can show by primitive calculations that the perimeter of any convex hull that touches the edges of $T^{\prime}$ is at least half of
the perimeter of $T^{\prime}$-consider the equilateral triangle with vertices placed at the middle points of $T^{\prime}$ edges. Therefore, inequalities $P\left(C H^{*}\right) \geq \frac{1}{2} P\left(T^{\prime}\right) \geq \frac{1}{2} P(T)$ also hold and we conclude that the SCST computes a 2-approximation of SCSCH.

## 4 Conclusion

In this paper, we presented a novel idea to solve the problem of computing the SCST. We first proved that there are $O(n)$ minimal CSTs. Then, we proposed an $O(n \log n)$ time algorithm to compute the SCST which exploits the data structure presented in [2]. Finally, we showed that a 2 -approximation of the SCSCH can be computed in $O(n \log n)$ time by finding the SCST which significantly improves one of the earlier results.
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# Elastic Shape Matching for Translations under the Manhattan Norm 
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#### Abstract

The Elastic shape matching (ESM) framework is a generalization of the well-studied geometric shape matching problems. For a geometric shape matching problem, one seeks a single transformation (drawn from an appropriate class of transformations) that if applied to a geometric object (the pattern) minimizes the distance of the transformed object to another geometric object (the model).

In an ESM problem, the pattern is partitioned into parts which are transformed by a transformation ensemble (a collection of transformations) to minimize the distance of the individually transformed parts to the model under the constraint, that some transformations of the ensemble have to be similar.

We present algorithms to solve the decision variant of a ESM problem under translations for point sets under Hausdorff distance (with respect to the Manhattan metric and other polygonal metrics), if the dependencies of the transformations that are forced to be similar form a tree.


## 1 Introduction

The following problem and definitions will be stated for points and vectors $a \in \mathbb{R}^{2}$, written as $a=$ (a.x, a.y)

Definition 1 The directed Hausdorff distance of a point set $A \subseteq \mathbb{R}^{2}$ to a point set $B \subseteq \mathbb{R}^{2}$ under Manhattan norm is defined as

$$
\vec{h}(A, B):=\max _{a \in A} \min _{b \in B}\|a-b\|_{1},
$$

where $\|\cdot\|_{1}$ denotes the Manhattan norm ( $L_{1}$ norm).

## Problem 1 (ESM for Points under Translations)

$$
\text { Given: } \quad P=\left\{p_{1}, \ldots, p_{n}\right\} \quad \text { point set (the pattern) } \begin{array}{cll}
Q=\left\{q_{1}, \ldots, q_{m}\right\} & \text { point set (the model) } \\
G=(V, E) & \text { graph with } \\
& V=\{i \mid 1 \leq i \leq n\} \text { and } \\
& E \subseteq\{\{i, j\} \mid i, j \in V\} \\
\delta & \text { a parameter }
\end{array}
$$

[^9]Question: Are there $n$ translations $T=\left(t_{1}, \ldots, t_{n}\right)$ so that

$$
\begin{equation*}
\max \left(\vec{h}(T(P), Q), \max _{\{i, j\} \in E}\left\|t_{i}-t_{j}\right\|_{1}\right) \leq \delta, \tag{1}
\end{equation*}
$$

where $T(P):=\left\{\left(p_{i} \cdot x+t_{i} \cdot x, p_{i} \cdot y+t_{i} \cdot y\right) \mid 1 \leq i \leq n\right\}$ ?
The objective (Equation 1) is twofold: the task is to minimize the Hausdorff distance of the transformed pattern to the model while simultaneously minimizing the dissimilarity of translations that are paired in $G$. The similarity of two translations is measured by the norm of their translation vector difference.

The graph $G$ is called neighborhood graph as it encodes the pairs of subpatterns that have to be matched by similar transformations. The computational complexity of a strategy to decide Problem 1 depends in the structure of $G$. It has been shown in [1] that the decision problem is NP-complete for translations of point sets under Hausdorff distance (with respect to the Euclidean metric), if all transformations have to be pairwise similar ( $G$ is complete). In this abstract we restrict our attention to neighborhood graphs that are trees.

ESM finds application in fields where provable precise alignments have to be computed in the presence of non-rigid deformation, such as for soft-tissue registrations for computer-guided medical interventions.

## 2 An Algorithm solving Problem 1

The set $I_{p, q}$ of admissible translations that move a point $p \in P$ at least $\delta$-close to a point $q \in Q$ with respect to the Hausdorff distance under Manhattan norm can be described by a square with edge length $a:=\sqrt{2} \delta$ centered in $q-p$ :

$$
I_{p, q}:=\left\{t \in T \mid\|p+t-q\|_{1} \leq \delta\right\} .
$$

Similarly, the set $I_{p, Q}$ of translations that move a point $p \in P$ at least $\delta$-close to some point of $Q$ is given as $I_{p, Q}:=\bigcup_{q \in Q} I_{p, q}$ : a union of $m$ squares of the same size.
We will denote a square with edge length $a$ centered in the origin by $\diamond$.
Since $G=(V, E)$ is a tree, the algorithm starts with picking an arbitrary node $r \in V$ and henceforth considers $G_{r}$, the tree rooted in $r$. For internal nodes $v \in V$ let $c(v)_{1}, \ldots, c(v)_{n_{v}}$ be the children of $v$. For any node $v \in V$ let $T_{v}$ be the subtree of $G_{r}$ with root

## $v$.

The strategy for deciding whether there is a set $T$ of translations that satisfies Equation (1) has iterative structure. The basic idea is to propagate admissible translations from bottom-to-top by contracting inner nodes with their children and by appropriately merging their admissible transformations. That is, starting with $G_{r}$, the algorithm chooses an inner node and contracts it which leads to a new tree. If an internal node $v$ has been contracted to a single node with an non-empty region $I_{v^{\prime}, Q}$ of admissible translations, it is possible to choose valid translations for all nodes of $T_{v}$.
In each iteration of the algorithm, we call the tree from which a node is selected the current tree. In each step of the algorithm, a vertex $v$ of the current tree is selected with the property that all children of $v$ are leafs. Then, $v$ and the children of $v$ are contracted to a new inner node $v^{\prime}$ which itself becomes a leaf in the resulting tree. To compute the set $I_{v^{\prime}, Q}$ of admissible regions for the new leaf $v^{\prime}$ we proceed as follows: first, we inflate all regions $I_{c(v)_{i}, Q}$ by $\delta$ for $1 \leq i \leq n_{v}$ which results in a set $I_{c(v)_{i}, Q}^{\delta}:=I_{c(v)_{i}, Q} \oplus \diamond$, where $\oplus$ denotes the Minkowski sum. Note, that inflating some shifted $\diamond$ by $\delta$ leads to a square with edge length $2 a$ and circumcircle with radius $2 \delta$. The admissible regions for the new node $v^{\prime}$ are given by:

$$
I_{v^{\prime}, Q}:=\left(\bigcap_{i=1}^{n_{v}} I_{c(v)_{i}, Q}^{\delta}\right) \cap I_{v, Q}
$$

This process is iterated until either of the following two cases occurs:

1. For some node $v$ we have $I_{v, Q}=\varnothing$ :

In this case, the process stops and no is returned as the answer to Problem 1.
2. The root $r$ is contracted and $I_{r^{\prime}, Q} \neq \varnothing$ : The algorithm terminates and returns yes as the answer to Problem 1.

The runtime of this strategy depends on the description complexity of the set of transformations that are stored in each node during the contraction of $G$ to a single node. To analyze these sets, we need to introduce some notation.

Definition 2 Let $B \subset \mathbb{R}^{2}$ be a closed connected set. $A$ closed set $A \subset \mathbb{R}^{2}$ is called $B$-fat, if the following holds: For every point $a \in A$ there is a translation $t \in \mathbb{R}^{2}$ and a point $b \in B$ with $a=t+b$ and $\tilde{b}+t \in A$ for every $\tilde{b} \in B$.

Lemma 1 ([3]) The union of $m$ regular $k$-gons has a description complexity of $O(\mathrm{~km})$.

Lemma 2 Let at some point of the algorithm $c(v)_{i}$ with $i \in\left\{1, \ldots, n_{v}\right\}$ be the children of a node $v$ which


Figure 1: sets $I_{c(v)_{1}, Q}^{\delta}$ (blue) and $I_{v, Q}$ with focus on edges $e_{v}$ and $e_{c(v)_{1}}$
all have been contracted with their children before and hence are leafs in the current tree $T_{v}$. If every $I_{c(v)_{i}, Q}$ consists of $m_{i}$ vertices and edges for $i \in\left\{1, \ldots, n_{v}\right\}$, the following holds:

1. Set $I_{v^{\prime}, Q}:=\left(\bigcap_{i=1}^{n_{v}} I_{c(v)_{i}, Q}^{\delta}\right) \cap I_{v, Q}$ has description complexity $O\left(n_{v}\left(n_{v} m+\sum_{i=1}^{n_{v}} m_{i}\right)\right)$.
2. Set $I_{v^{\prime}, Q}^{\delta}$ has description complexity $O\left(n_{v} m+\right.$ $\left.\sum_{i=1}^{n_{v}} m_{i}\right)$.

Proof. Let all vertices have pairwise different $x$ - and $y$-coordinates for now. Lets first take a closer look at the regions that constitute $I_{v^{\prime}, Q}$ :
a) The set $I_{v, Q}$ consists of a union of shifted versions of $\diamond$ with at most $4 m$ vertices and edges and covers an area of measure at most $a^{2} m$; b) Every $I_{c(v)_{i}, Q}$ can be described by unions and intersections of shifted and inflated versions of $\diamond$ and has a surface with size up to $a^{2} m$ since it has either already been a leaf of $T_{v}$ in the beginning or is the result of a contraction of other nodes. Hence every $I_{c(v)_{i}, Q}^{\delta}$ covers an area of measure up to $4 a^{2} m$.
Each set can be described by a list of its boundary edges where every edge is of one of four types: it can have a slope of $\pm 1$ and the interior of the set can either be above or below the edge.
Every edge in $I_{v^{\prime}, Q}$ either originates from an edge of $I_{v, Q}$ or from an edge of $I_{c(v)_{i}, Q}^{\delta}$ for some $i$. Since the description complexity of $I_{v^{\prime}, Q}$ is equal to the maximum number of its boundary edges, we can count in how many parts the edges of $I_{c(v)_{i}, Q}^{\delta}$ and $I_{v, Q}$ can be cut in order to determine its complexity.
The sets $I_{v, Q}$ and all $I_{c(v)_{i}, Q}^{\delta}$ are obviously $\diamond$-fat and as $I_{v, Q}$ is a collection of $m$ pseudo discs and hence has a linear description complexity, see Lemma 1.

Part 1 of Lemma 2: Consider an arbitrary edge $e_{v}$ of $I_{v, Q}: \quad e_{v}$ can only be intersected by edges of $I_{c(v)_{i}, Q}^{\delta}$ that are orthogonal to $e_{v}$. Let $e_{c(v)_{i}}$ be such an edge intersecting $e_{v}$ in $s$. Since $I_{c(v)_{i}, Q}^{\delta}$ is $\diamond$-fat


Figure 2: intersecting $I_{c(v)_{1}, Q}^{\delta}$ and $I_{v, Q}$ with focus on edge $e_{c(v)_{1}}$
we can place a square $\diamond_{*}$ of side length $a$ so that it has $s$ on its boundary and is completely contained in $I_{c(v)_{i}, Q}^{\delta}$. As $e_{v}$ has a length of $a$ and $\diamond_{*}$ has a side length of $a$, one endpoint of $e_{v}$ has to be in $\diamond_{*}$, see Figure 1. As a consequence, $e_{v}$ can be cut in at most two pieces by edges of $I_{c(v)_{i}, Q}^{\delta}$. Since $\left(\bigcap_{i=1}^{n_{v}} I_{c(v)_{i}, Q}^{\delta}\right) \cap e_{v}=\bigcap_{i=1}^{n_{v}}\left(e_{v} \cap I_{c(v)_{i}, Q}^{\delta}\right)$ and the parts of $e_{v}$ that remain after intersection with $I_{c(v)_{i}, Q}^{\delta}$ resemble intervals, the maximum number of pieces of $\left(\bigcap_{i=1}^{n_{v}} I_{c(v)_{i}, Q}^{\delta}\right) \cap e_{v}$ is the sum of the number of pieces of all $e_{v} \cap I_{c(v)_{i}, Q}^{\delta}$, which is $2 n_{v}$. Hence there are at most $8 n_{v} m$ edges in $I_{v^{\prime}, Q}$ that originate from an edge of $I_{v, Q}$.
By similar arguments, an edge of $I_{c(v)_{i}, Q}^{\delta}$ of length $k$ can be cut by $I_{v, Q}$ in at most $1+\left\lceil\frac{k}{a}\right\rceil$ disjoined pieces that remain as edges in $I_{v^{\prime}, Q}$, see Figure 2. As every $I_{c(v)_{j}, Q}^{\delta}$ with $i \neq j$ is $\diamond$-fat as well, the same holds for intersecting $I_{c(v)_{i}, Q}^{\delta}$ with some $I_{c(v)_{j}, Q}^{\delta}$. As $I_{c(v)_{i}, Q}^{\delta}$ is $\diamond$-fat and the size of its surface is at most $4 a^{2} m$ the sum of the lengths of all edges of $I_{c(v)_{i}, Q}^{\delta}$ which are of the same type is less than $\frac{4 a^{2} m}{a}=4 a m$. To get the maximum amount of edges in $I_{v^{\prime}, Q}$ that originate from edges of $I_{c(v)_{i}, Q}^{\delta}$ we assume that $I_{c(v)_{i}, Q}^{\delta}$ has $m_{i}-4$ very short edges which cause at most two edges in $I_{v^{\prime}, Q}$ and four long edges with length at most $4 a \mathrm{~m}$. Therefore the maximum number of edges in $I_{v^{\prime}, Q}$ originating from edges of some $I_{c(v)_{i}, Q}^{\delta}$ is $n_{v}\left(2 m_{i}+16 m-4\right)$, which gives a bound on the number of edges in $I_{v^{\prime}, Q}$ of

$$
\begin{equation*}
4 n_{v}^{2}(4 m-1)+2 n_{v}\left(4 m+\sum_{i=1}^{n_{v}} m_{i}\right) \tag{2}
\end{equation*}
$$

which proves part 1.
Part 2 of Lemma 2: Let $e_{c(v)_{i}}^{\prime}$ and $e_{c(v)_{i}}^{\prime \prime}$ be two edges in $I_{v^{\prime}, Q}$ which result from cutting the same edge $e_{c(v)_{i}}$ of $I_{c(v)_{i}, Q}^{\delta}$. Inflating $I_{v^{\prime}, Q}$ by $\delta$ in Manhattan norm equates to adding a shifted version of $\diamond$ centered


Figure 3: inflating $I_{v^{\prime}, Q}$ with focus on the magenta and resulting blue edges
at all points of its boundary since $I_{v^{\prime}, Q}^{\delta}=I_{v^{\prime}, Q} \oplus \diamond$. Let $e_{v}$ be some boundary edge of $I_{v^{\prime}, Q}$, its corresponding boundary edge $e_{v}^{\prime}$ of $I_{v^{\prime}, Q}^{\delta}$ will be shifted parallel by an amount of $\frac{a}{2}$ and will be extended by $\frac{a}{2}$ at both ends. Therefore $e_{c(v)_{i}}^{\prime}$ and $e_{c(v)_{i}}^{\prime \prime}$ will merge in $I_{v^{\prime}, Q}^{\delta}$ to one edge, if they are no more than $a$ apart in $I_{v^{\prime}, Q}$ (the same arguments hold for edges of $I_{v, Q}$ ), see Figure 3. This fact includes that every edge of $I_{c(v)_{i}, Q}^{\delta}$ with length $k$ can cause at most $\left\lceil\frac{k}{a}\right\rceil$ edges in $I_{v^{\prime}, Q}^{\delta}$ and every edge of $I_{v, Q}$ can cause at most one edge in $I_{v^{\prime}, Q}^{\delta}$, no matter in how many pieces it has been cut before.
We again use the fact that $I_{c(v)_{i}, Q}^{\delta}$ is $\diamond$-fat and covers an area of measure at most $4 a^{2} m$ : The largest number of edges in $I_{v^{\prime}, Q}^{\delta}$ that originate from edges of $I_{c(v)_{i}, Q}^{\delta}$ is achieved when $I_{c(v)_{i}, Q}^{\delta}$ has $m_{i}-4$ short edges each causing at most one edge in $I_{v^{\prime}, Q}^{\delta}$ and four long edges of length at most $4 a m$ each causing up to $4 m$ new edges.
Summing up all these edges results in at most $m_{i}-4+$ $16 m$ edges that arise from edges of $I_{c(v)_{i}, Q}^{\delta}$ for every $1 \leq i \leq n_{v}$ and $4 m$ edges with source $I_{v, Q}$ in $I_{v^{\prime}, Q}^{\delta}$. Hence the maximum number of edges in $I_{v^{\prime}, Q}^{\delta}$ is

$$
\begin{equation*}
4 n_{v}(4 m-1)+4 m+\sum_{i=1}^{n_{v}} m_{i} \tag{3}
\end{equation*}
$$

This proves part 2.
Please note that dropping the general position assumption of the vertices of $I_{c(v)_{i}, Q}$ and $I_{v, Q}$ has the only effect that (close) edges of the same type may merge during the process, which only shortens the largest possible length of edges in the above arguments.

Theorem 3 Problem 1 can be decided in
$O\left(n^{2} m(\log m+\log n)\right)$ time for neighborhood graphs that are trees (also when reporting a witness for a yes-instance).
Proof. The first step is to compute the regions $I_{p, Q}$ for all $p \in P$, the initial admissible translations stored in the nodes of $G$. These sets are represented by the boundary edges of squares centered in $q-p$ for each $q \in Q$. It takes $O(m)$ time to determine $I_{p, Q}$ for a fixed $p$. Since the squares form a collection of pseudodiscs their union has description complexity $O(m)$ which can be computed in a sweep line manner in $O(m \log m)$ time.
Let $T_{v}$ be some subtree of $T_{r}$ of $k_{v}$ nodes and $v \neq r$. We let the algorithm run on this subtree until it stops or all nodes have been contracted to a new node $v^{\prime}$ and the resulting set $I_{v^{\prime}, Q}$ has been inflated to $I_{v^{\prime}, Q}^{\delta}$. This set has description complexity $O\left(k_{v} m\right)$ according to Lemma 2, recursive application of equation (3). Each child of the root $r$ has a corresponding subtree $T_{c(r)_{i}}$ containing $k_{i}$ nodes for $1 \leq i \leq n_{r}$. Consider one fixed $c(r)_{i}$. Applying the algorithm on $T_{c(r)_{i}}$ and inflating the admissible regions of its root results in a set $I_{c(r)_{i}^{\prime}}^{\delta}$ of admissible translations for all nodes of $T_{c(r)_{i}}$. The set $I_{c(r)_{i}^{\prime}}^{\delta}$ is $\diamond$-fat and has description complexity $O\left(k_{i} m\right)$ due to Lemma 2, part 2. After the last step of the algorithm, the description complexity of the set of admissible translations stored in $r$ is $O\left(n_{r}^{2} m+n_{r} n m\right)=O\left(n^{2} m\right)$, as $\sum_{i=1}^{n_{r}} k_{i}=n-1$, due to the first part of Lemma 2.

The total runtime of the algorithm stems from the time that is needed to carry out the union/intersection operations to compute the intermediate admissible transformations $I_{v^{\prime}, Q}$ for all nodes $v$ of $T_{r}$. According to the first part of Lemma 2, $I_{v^{\prime}, Q}$ has a complexity of $O\left(n_{v}^{2} m+n_{v} n m\right)$ (where $n_{v}$ is the number of children of $v$ ), as each $I_{c(v)_{i}}^{\delta}$ has description complexity $O(n m)$.

Adding up the sizes of these sets over all nodes $v$ of $T_{r}$ for wich these admissible translations are computed during the algorithm results in a total complexity of $O\left(n^{2} m\right)$. The sum of the runtime that has to be spend in each node to perform the union/intersection operations on sets of size $O\left(n_{v}^{2} m+n_{v} n m\right)$ can be bounded from above by considering the respective runtime for a set of total size $O\left(n^{2} m\right)$, hence we can conclude that the total runtime of the algorithm is $O\left(n^{2} m(\log m+\log n)\right)$.
Note, that all results and arguments also hold when considering the $L_{\infty}$ norm instead of the $L_{1}$ norm. In many ESM applications, considering the Hausdorff distance under the Euclidean norm seems to be a more natural distance measure than the Hausdorff distance under $L_{1}$ norm. Indeed, a very similar strategy (computing, inflating and propagating admissible regions from bottom-to-top) can be applied to decide Problem 1 in this setting. However, inflating regions with
a $L_{2}$ ball (by computing the Minkowski sum) instead of a $L_{1}$ ball increases the complexity of the respective regions and hence makes it hard to analyze the runtime of this method.

But as a $L_{1}$ ball of radius $\delta$ is contained in a $L_{2}$ ball of that radius, we can use the above algorithm to approximate the Euclidean setting as formulated in Corollary 4.

Corollary 4 The algorithm discussed above gives an $\sqrt{2}$-approximation for Problem 1 with same settings and under Euclidean norm.

Approximating here means that if $\delta_{L_{1}}^{o p t}$ is the optimal (smallest) value in the $L_{1}$ setting, the optimal value $\delta_{L_{2}}^{\text {opt }}$ in the Euclidean setting is bounded by

$$
\delta_{L_{2}}^{o p t} \leq \delta_{L_{1}}^{o p t} \leq \sqrt{2} \delta_{L_{2}}^{o p t}
$$

It is easy to see that the complexity of inflated admissible regions does not increase when the unit ball of the underlying metric is a regular polygon. This allows to improve upon the approximation factor: Let $\mathcal{P}_{2 b}$ be a regular polygon with $2 b \geq 4$ vertices, $b \in \mathbb{N}$, centered in the origin with radius $1 . \mathcal{P}_{2 b}$ is centrallysymmetric as it has an even number of corners and induces a norm and hence a metric to which we refer as the $\mathcal{P}_{2 b}$-metric, see [2] for further information.

Theorem 5 Problem 1 under $\mathcal{P}_{2 b}$-metric can be decided in $O\left(b^{2} n^{3} m^{2}(\log m+\log n+\log b)\right.$ ) time (also when reporting a witness for a yes-instance).
Due to space limitations we skip the proof of Theorem 5.

Theorem 6 Given an integer $k \geq 2$ and $b:=$ $\left\lceil\frac{\pi}{4} \sqrt{2 k}\right\rceil$ Problem 1 under $\mathcal{P}_{2 b}$-metric gives an $\left(1+\frac{1}{k}\right)$-approximation for Problem 1 with same settings and under Euclidean norm.

Due to space limitations we skip the proof of Theorem 6.
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#### Abstract

We give sufficiency and necessity results for edge 2transmitters in general, monotone, orthogonal and monotone, and orthogonal polygons.


## 1 Introduction

The traditional art gallery problem (AGP) considers placing guards in an art gallery-modeled by a polygon-so that every point in the room can be seen by some guard. A similar question asks how to place wireless routers so that an entire room has a strong signal. Observation shows that often not only the distance from a modem, but also the number of walls a signal has to pass through, influences signal strength.

Aichholzer et al. [1] first formalized this problem by considering $k$-modems ( $k$-transmitters), devices whose signal can pass through at most $k$ walls. Analogous to the AGP, two main questions can be considered: (1) Given a polygon $P$, can a minimum cardinality $k$ transmitter cover be computed efficiently? (2) Given a class of polygons of $n$ vertices, what are lower and upper bounds on the number of guards needed to cover a polygon from this class?

For the classical AGP, the complexity question (1) was answered with NP-hardness for many variants: Lee and Lin [8] gave the result for simple polygons. In [4], we show the minimum point $2 / k$-transmitter and edge 2-transmitter problems are NP-hard. Answers to (2) are often referred to as "Art Gallery theorems", e.g., Chvátal's tight bound of $\left\lfloor\frac{n}{3}\right\rfloor$ for simple polygons [5]. For $k$-transmitters ( $k$ tr), Aichholzer et al. [1] showed $\left\lceil\frac{n}{2 k}\right\rceil k$ tr are always sufficient and $\left\lceil\frac{n}{2 k+4}\right\rceil k$ tr are sometimes necessary to cover a monotone $n$-gon ${ }^{1}$; for monotone orthogonal polygons, they

[^10]| Polygon <br> Class | Always <br> Sufficient | Sometimes <br> Necessary |
| :---: | :---: | :---: |
| General | $\left\lfloor\frac{3 n}{10}\right\rfloor+1[10]$ | $\left\lfloor\frac{n}{6}\right\rfloor($ Th. 5) |
| Monotone | $\left\lceil\frac{(n-3)}{8}\right\rceil$ (Th. 9) | $\left\lceil\frac{(n-2)}{9}\right\rceil$ (Th. 6) |
| Mon. Orth. | $\left\lceil\frac{(n-2)}{10}\right\rceil($ Th. 13) | $\left\lceil\frac{(n-2)}{10}\right\rceil$ (Th. 10) |
| Orthogonal | $\left\lfloor\frac{(3 n+4)}{16}\right\rfloor[3]$ | $\left\lceil\frac{(n-2)}{10}\right\rceil$ (Th. 10) |

Table 1: Results for edge 2-transmitters in simple $n$-gons.
gave a tight bound of $\left\lceil\frac{n-2}{2 k+4}\right\rceil k$ tr. Fabila-Monroy et al. [6] improved the bounds on monotone polygons to a tight value of $\left\lceil\frac{n-2}{2 k+3}\right\rceil$ ( $k$ even). Other publications explored $k$-transmitter coverage of regions other than simple polygons, such as coverage of the plane in the presence of line or line segment obstacles $[2,7]$.

For the classical AGP, variants were considered: e.g., edge guards that monitor each point of the polygon that is visible to some point of the edge. BjorlingSachs [3] showed a tight bound of $\left\lfloor\frac{3 n+4}{16}\right\rfloor$ edge guards for rectlinear polygons. For general polygons $\left\lfloor\frac{3 n}{10}\right\rfloor+1$ edge guards are always sufficient and $\left\lfloor\frac{n}{4}\right\rfloor$ are sometimes necessary [10].

Our Results are summarized in Table 1. We consider simple polygons only (of course, the necessity results transfer to the case of polygons with holes).

## 2 Notations and Preliminaries.

A point $q \in P$ is 2-visible from $p \in P$ if the straightline connection $\overline{p q}$ intersects $P$ in at most two connected components. For a point $p \in P$, we define the 2-visibility region of $p, 2 \mathrm{VR}(p)$, as the set of points in $P$ that are 2 -visible from $p$. For a set $S \subseteq P$, $2 \operatorname{VR}(S):=\cup_{p \in S} 2 \operatorname{VR}(p)$. A set $C \subseteq P$ is a 2transmitter cover if $2 \mathrm{VR}(C)=P$. Points used for a 2-transmitter cover are called (point) 2-transmitters. An edge 2-transmitter e can monitor all points of $P$ that are 2-visible from some $q \in e$.

## 3 Point 2-transmitters

We start with observations on point 2-transmitter covers that enable the edge 2 -transmitter results. Some proofs are omitted due to space limits.

Lemma 1 Every 5-gon can be covered by a point 2transmitter placed anywhere (boundary or interior).

Lemma 2 Let $P$ be a 6 -gon, $e=\{v, w\}$ an edge of $P$. A point 2-transmitter at $v$ or at $w$ covers $P$.


Figure 1: Application of the Splitting Lemma of [1] to an 11 -gon $P$ for $m=6$, resulting in a 6 -gon $L$ and a 7 -gon $R$.

Proof. Let $e=\{v, w\}$. By the Two Ear Theorem [9], there exists a diagonal from either $v$ or $w$ that splits off a triangle $T$ from $P$. Removing $T$ leaves a 5 -gon $P^{\prime}$ which has $v$ or $w$ as one of its vertices; call this vertex $\tilde{v}$. The addition of $T$ does not increase the number of connected components (CC) of the polygon on any visibility ray starting at $\tilde{v}$. That is, for any ray $r$ starting at $\tilde{v}$, the number of CCs of $r \cap P^{\prime}$ is the same as the number of CCs of $r \cap P$. Thus, all of $P$ is visible from a 2 -transmitter on $\tilde{v}$.

Lemma 3 Every monotone 6 -gon can be covered by a single (point) 2-transmitter placed at one of its two leftmost (or rightmost) vertices.

Lemma 4 (Splitting Lemma, [1]) Let $P$ be a monotone polygon with vertices $p_{1}, p_{2}, \ldots, p_{n}$, ordered from left to right. For every positive integer $m<n$, there exists a vertical line segment $l$ and two monotone polygons $L$ and $R$ such that

- $L$ has $m$ vertices and $R$ has $n-m+2$ vertices.
- Either $l$ is a chord of $L$ and an edge of $R$, or $l$ is an edge of $L$ and a chord of $R$.
- $p_{m}$ or $p_{m+1}$ is an endpoint of $l$.
- Denote as $L^{\prime}$ the subset of $L$ left of $l$ and denote as $R^{\prime}$ the subset of $R$ right of $l$; then $P=L^{\prime} \cup R^{\prime}$.

Proof Sketch. Consider a vertical line intersecting $P$ between $p_{m-1}$ and $p_{m}$. The edges $e$ and $f$ this vertical line crosses, when extended, meet to either the right or left of this line (assuming they are not parallel). If they meet to the left, $L$ and $R$ are as in Fig. 1; otherwise, the construction of $L$ and $R$ is reversed.

## 4 Edge 2-transmitters

### 4.1 General Polygons

For general $n$-gons, the upper bound of $\left\lfloor\frac{3 n}{10}\right\rfloor+1$ edge guards from [10] obviously holds for more powerful edge 2-transmitters. The polygon requiring $\left\lfloor\frac{n}{4}\right\rfloor$ edge guards only necessitates $\left\lfloor\frac{n}{8}\right\rfloor$ edge 2-transmitters, and next we improve on this lower bound:

Theorem 5 There exist simple $n$-gons that require $\lfloor n / 6\rfloor$ edge 2-transmitters.


Figure 2: Lower bound construction for general polygons.

Proof. We provide a polygon $P_{n}$ where any valid covering by edge 2 -transmitters requires at least $\lfloor n / 6\rfloor$ edges. Fig. 2 depicts a six-edge gadget. The dashed arrows indicate the beginnings of edges of neighboring gadgets; one can arrange $\lfloor n / 6\rfloor$ of these gadgets sequentially around a circle, subdividing up to 5 edges if necessary so that $P_{n}$ has $n$ vertices and $n$ edges. (Modified angles allow for an arbitarily large number to be placed around a circle.) Vertex $a$ is only 2 -visible from one of the six edges in the gadget (if all other gadgets remain entirely below the dashed 2-visibility lines). Thus, at least one edge from each gadget must be included in any valid edge 2 -transmitter cover.

### 4.2 Monotone Polygons

Theorem 6 There exist monotone $n$-gons that require $\lceil(n-2) / 9\rceil$ edge 2-transmitters.

Proof. Consider polygon $P$ in Fig. 3. Two points $p_{i}, p_{j} \in \operatorname{int}(P)$ within $\varepsilon$ from $a_{i}, a_{j}$ are not 2 -visible from the same edge. So, each $a_{i}$ requires an edge for coverage. $|V(P)|=9 \ell-6$ and $\ell$ edge 2 -transmitters are necessary. For any value of $n$, the construction (possibly with up to 8 edges subdivided) necessitates $\lfloor(n+6) / 9\rfloor=\lceil(n-2) / 9\rceil$ edge 2 -transmitters.

Before we can prove the upper bound for monotone $n$-gons, we present a crucial lemma.

Lemma 7 Any monotone 10-gon $P$ can be covered by a single edge 2 -transmitter $e$, and for every point $p \in P$, there exists $q$ on $e$ such that $p$ is 2 -visible from $q$, where $q$ is left of at least two vertices of $P$ and right of at least two vertices of $P$.

Proof. Label vertices of $P$ left to right: $v_{1}, \ldots, v_{10}$. Assume no two vertices are on the same vertical line (otherwise perturb one by some sufficiently small $\varepsilon$ ).

Draw vertical line $l_{5}$ though $v_{5}$. Let $e$ be the edge it hits on the other monotone chain; its endpoints are $a=v_{i}$ where $i \leq 4$ and $b=v_{j}$ where $j \geq 6$. First consider the vertical line $l_{4}$ through $v_{4}$. This separates from $P$ a 5 -gon $P_{L} \subset P$ with vertices $v_{1}, v_{2}, v_{3}, v_{4}$, and the other intersection of $l_{4}$ with $P$ 's boundary. By


Figure 3: Lower bound for monotone polygons.


Figure 4: Examples of a monotone 10 -gon $P$; edges covering $P$ are thickened. (a) case 1 , (b) case 2 , proof of Lemma 7.


Figure 5: (a) A monotone 11-gon requiring two edge 2transmitters; boundaries of 2 -VRs of witness points are dotted. (b) • denotes the edge sees the gold witness point, etc. No edge 2-transmitter covers all five witness points.

Lemma $1, P_{L}$ can be covered by a point 2 -transmitter placed anywhere in $P_{L}$, and in particular anywhere along the intersection of $l_{4}$ with $P$.

Case 1: If $b=v_{j}$ and $j \geq 7$, the vertical line $l_{7}$ through $v_{7}$ cuts a 5 -gon $P_{R}$ from $P$, with vertices $v_{7}$, $v_{8}, v_{9}, v_{10}$, and the other intersection of $l_{7}$ with $P$ 's boundary; see Fig. 4(a). By Lemma $1, P_{R}$ can be covered by a 2 -transmitter placed anywhere in $P_{R}$. Then $P_{L}$ is 2 -visible from $e \cap l_{4}, P_{R}$ is 2 -visible from $e \cap l_{7}$ and the interior of $e$ covers $P \backslash\left(P_{L} \cup P_{R}\right)$.

Case 2: Otherwise, $b=v_{6}$; see Fig. $4(\mathrm{~b})$. Consider the line segment $f$ connecting $v_{5}$ and $v_{6}$. We have $f \subseteq P$ and it crosses from one monotone chain to the other. To its right $f$ seperates a 6 -gon from $P$ : $P_{R}$. By Lemma $3, P_{R}$ is 2 -visible from a point 2 transmitter placed at $c, c=v_{5}$ or $c=v_{6}$. P's edge $e^{\prime}$ with right endpoint $c$ (possibly $e^{\prime}=e$ ) has left endpoint in the set $\left\{v_{1}, v_{2}, v_{3}, v_{4}\right\}$. Thus, $e^{\prime}$ covers $P$ : $P_{R}$ is 2-visible from $c, P_{L}$ is 2-visible from $e^{\prime} \cap l_{4}$, and the interior of $e^{\prime}$ covers $P \backslash\left(P_{L} \cup P_{R}\right)$.

The bound of 10 is the best we can hope for: the 11gon from Fig. 5 necessitates two edge 2-transmitters.

The next lemma follows immediately from the proof of the Splitting Lemma in [1], and is crucial to the subsequent sufficiency result.

Lemma 8 Let $P, L, R, L^{\prime}, R^{\prime}$, and $l$ be as in the Splitting Lemma. Then for every edge $e \neq l$ of $L$, the subset of $e$ left of $l$ is a subset of an edge of $P$. For every edge $e \neq l$ of $R$, the subset of $e$ right of $l$ is a subset of an edge of $P$.


Figure 6: Lower bound for monotone orthogonal polygons. The 2 -visibility region of the bold edge is shaded.

Theorem $9\lceil(n-2) / 8\rceil$ edge 2-transmitters are always sufficient to cover a monotone $n$-gon with $n \geq 4$.

Proof. We induct on $n$. For the base case, one edge 2 -transmitter $e$ covers monotone k-gons, $k=$ $3,4, \ldots, 10$ by Lemma's 1,3 , and 7 . Each $p \in P$ is 2 -visible from some $q \in e$, with $q$ to the right of at least two vertices of $P$.

Suppose $n>10$ and for all $n^{\prime}<n$, every monotone $n^{\prime}$-gon $P^{\prime}$ can be covered by a set $C$ of $\left\lceil\frac{n^{\prime}-2}{8}\right\rceil$ edge 2 -transmitters, and each $p \in P^{\prime}$ is 2 -visbile from some point $q \in e \in C$, with $q$ right of at least two vertices of $P^{\prime}$. Apply the Splitting Lemma for $m=10$ to obtain a monotone 10 -gon $L$ and a monotone ( $n-8$ )gon $R$. Let $l, L^{\prime}$, and $R^{\prime}$ be as in the lemma. Then by Lemma 7,10 -gon $L$ can be covered by a single edge 2 -transmitter $e$ such that every point $p \in L$ is 2 -visible from some point $q$ on $e$ that is left of at least two vertices of $L$ and right of at least two vertices of $L$. Thus, $e \neq l$, and the portion of $e$ consisting of all such points $q$ is entirely left of $l$, so by Lemma 8 is a subset of an edge of $P$. Thus, there exists a single edge 2-transmitter $t$ of $P$ that covers $L^{\prime}$. Moreover, all points in $L^{\prime}$ are 2 -visible from a point $q \in t \in P$, where $q$ is right of at least two vertices of $P$, because the same statement holds for edge $e$ of $L$.

By the induction hypothesis, monotone ( $n-8$ )-gon $R$ can be covered by a collection $C$ of $\left\lceil\frac{(n-8)-2}{8}\right\rceil$ edge 2 -transmitters, and every point in $R^{\prime}$ is 2 -visible from some point $q$ on an edge of $C$, where $q$ is right of at least two vertices of $R$. Hence, for each edge $e \in$ $C$, the portion $t$ of $e$ consisting of all such points is entirely right of $l$, so by Lemma $8, t$ is a subset of an edge of $P$. Thus, there exists a collection $C^{\prime}$ of $\left\lceil\frac{(n-8)-2}{8}\right\rceil$ edge 2 -transmitters covering $R^{\prime}$.

So, $P$ has an edge 2 -transmitter cover $C$ of size $1+\left\lceil\frac{(n-8)-2}{8}\right\rceil=\left\lceil\frac{n-2}{8}\right\rceil$ with the assumed property.

### 4.3 Monotone Orthogonal Polygons

We note the following without proof; see Fig. 6.
Theorem 10 There exist monotone orthogonal (MO) n-gons that require $\left\lceil\frac{n-2}{10}\right\rceil$ edge 2 -transmitters.
We now proceed to show the upper bound.
Lemma 11 Any monotone orthogonal 6-gon is covered by a (point) 2-transmitter placed anywhere.

Lemma 12 Any monotone orthogonal 12-gon $P$ can be covered by one edge 2-transmitter, not placed on its leftmost or rightmost edge.


Figure 7: Examples of a MO 12-gon $P$; edges covering $P$ are thickened. (a) case 1, (b) case 2, proof of Lemma 12.

Proof. Assume no two vertical edges in $P$ have the same $x$-coordinate. Order the vertices of $P$ left to right, order vertices with the same $x$-value (endpoints of a vertical edge $e_{v}$ ) according to a left to right traversal of the monotone chain containing $e_{v}$. The two leftmost and rightmost vertices can be put in any order. Label the vertices as $v_{1}, v_{2}, \ldots, v_{12}$ in this order, see Fig. 7. Vertical edges have endpoints $v_{2 i-1}, v_{2_{i}}$ for $i=1,2, \ldots, 6$. For horizontal edges (except for rightmost and left most vertices), the right (left) vertex has odd (even) index, due to monotonicity.

Consider the supporting line $l$ through the vertical edge $\left\{v_{5}, v_{6}\right\}$. This separates from $P$ a 6 -gon with vertices $v_{1}, v_{2}, v_{3}, v_{4}, v_{5}$, and $l \cap e$, where $e$ is an edge in the opposite monotone chain from $v_{5}$. We have $v_{6} \subset l$, though it may lie on the boundary of $P_{L}$, as in Fig. 7(a), or not, as in Fig. 7(b). The supporting line $l^{\prime}$ through the vertical edge with $\left\{v_{7}, v_{8}\right\}$ also separates from $P$ a 6 -gon $P_{R}$ with vertices $v_{8}, v_{9}, v_{10}$, $v_{11}, v_{12}$ and $l^{\prime} \cap e^{\prime}$, where $e^{\prime}$ is an edge in the opposite chain from $v_{8}$. Based on $v_{6}$ 's location, there are two cases for the number of edges extending rightward beyond $l$ whose left endpoint is in $P_{L}$. Note edge $e$ always extends rightward past the right boundary of $P_{L}$, implying its right endpoint is $v_{i}$ for $i \geq 7$.

Case 1: If $v_{6}$ is on the boundary of $P_{L}$, a second edge extends rightward from $v_{6}$, also with its left endpoint in $P_{L}$ and its right endpoint some $v_{i}$ for $i \geq 7$; see Fig. 7(a). In this case at least one of these two edges has right endpoint $v_{i}$ for $i \geq 8$, so it covers $P_{R}$, $P_{L}$ and the rectangular region $P \backslash\left(P_{L} \cup P_{R}\right)$.

Case 2: Else, $v_{6}$ is not on the boundary of $P_{L}$, and $e$ is the only edge extending rightward from $P_{L}$; see Fig. 7(b). Similar to case 1 , if $e$ has right endpoint $v_{i}$ for $i \geq 8$ we are done, so, we suppose $v_{7}$ is $e$ 's right endpoint. In this case, $e$ might not cover the entirety of $P_{R}$. Let $f$ be the segment connecting $v_{5}$ and $v_{7}$. We have $f \subset P$. We note that $f$ separates from $P$ a (nonorthogonal) 6 -gon $P_{L}^{\prime}$ with vertices $v_{1}, v_{2}, v_{3}, v_{4}, v_{5}, v_{7}$, and $P_{L} \subseteq P_{L}^{\prime} . P_{L}^{\prime}$ contains at most one reflex vertex and, thus, can be covered by a point 2 -transmitter placed anywhere on its boundary. In particular, the edge $v_{7} v_{8}$ covers $P_{L}^{\prime}$ from $v_{7}, P_{R}$ from $v_{8}$, and $P \backslash$ $\left(P_{L} \cup P_{R}\right)$ from its interior.

In neither case above do we pick the rightmost or leftmost edge to cover $P$.

Theorem $13\left\lceil\frac{n-2}{10}\right\rceil$ edge 2-transmitters are always sufficient to cover a monotone orthogonal $n$-gon.

Proof. We induct on $n$. For a MO $n$-gon $P, n$ is even and $P$ has $n / 2$ vertical and horizontal edges. By Lemma 12, all MO $m$-gons with $4 \leq m \leq 12$ can be covered by one edge 2 -transmitter, not placed on its leftmost edge.

Label the vertical edges of $P$ in order left to right as $e_{1}, e_{2}, \ldots, e_{n / 2}$. Consider the supporting line of edge $e_{6}$; this separates from $P$ a MO 12-gon $Q$ with six vertical edges $e_{1}, e_{2}, \ldots, e_{5}$, and some segment of the supporting line of $e_{6}$. Polygon $Q$ can be covered by a single edge 2-transmitter, not placed on its leftmost or rightmost edge. The remainder $P \backslash Q$ has $n / 2-5 \geq 2$ vertical edges $e_{7}, e_{8}, \ldots, e_{n / 2}$, and some segment of the supporting line of $e_{6}$, so, $|V(P \backslash Q)|=n-10$. By the inductive hypothesis, it can be covered by $\left\lceil\frac{(n-10)-2}{10}\right\rceil$ edge 2 -transmitters, none of which are placed on its leftmost edge. Together with the single edge covering $Q$, this yields a cover of $P$ by $1+\left\lceil\frac{(n-10)-2}{10}\right\rceil=\left\lceil\frac{n-2}{10}\right\rceil$ edge 2 -transmitters, not including $P$ 's leftmost edge.
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#### Abstract

We address both the strong (introduced in [3]) and the conflict-free ([1]) chromatic version of the classic Art Gallery Problem. Assume a simple orthogonal polygon $P$ is guarded by a finite set of point guards and each guard is assigned one of $t$ colors. Such a chromatic guarding is said to be conflict-free if each point $p \in P$ sees at least one guard with a unique color among all guards visible from $p$. The guarding is strong if all guards visible from a point have different colors. The goal is to establish bounds on the numbers $\chi_{c f}(n)$ and $\chi_{s t}(n)$ of colors sufficient to guarantee the existence of a conflict-free, respectively strong chromatic guarding for any $n$-vertex polygon. In this paper, we assume the r-visibility model instead of standard line visibility. Points $p$ and $q$ in an orthogonal polygon are r-visible to each other if the axis-parallel rectangle spanned by the points is contained in $P$. For this model we show tight bounds on the number of colors: $\Theta(\log \log n)$ for conflict-free and $\Theta(\log n)$ for strong guarding. Our results can be interpreted as coloring results for special geometric hypergraphs [5].


## 1 Preliminaries

We study simple orthogonal polygons, i.e., polygons consisting of alternating vertical and horizontal edges only. By $|P|$ we denote the number of vertices, by $\partial P$ the boundary and by int $P=P \backslash \partial P$ the interior of the polygon. Vertices can be reflex or convex. A reflex vertex has an interior angle $3 \pi / 2$ while convex vertices have an interior angle of $\pi / 2$. We do not make any general position assumption for the simple orthogonal polygons $P$. Points $p, q \in P$ are $r$-visible to each other if the closed axis-parallel rectangle $r[p, q]$ with diagonal $p q$ is contained in $P$. In the following, visible always means r-visible. $V(p)=\{q \in P \mid r[p, q] \subseteq P\}$, the set of all points visible from $p$, is the visibility polygon of $p$. A polygon that is fully visible from one of its points is called a star. For $P^{\prime} \subset P$ we define its visibility polygon by $V\left(P^{\prime}\right)=\cup_{p \in P^{\prime}} V(p)$. The windows of a subpolygon $P^{\prime}$ in $P$ are those parts of $\partial P^{\prime}$

[^11]

Figure 1: Example of conflict-free (left) and strong chromatic (right) guarding
that do not belong to $\partial P$.
For an orthogonal polygon $P$ we construct its induced visibility arrangement $\mathcal{A}^{r}(P)$ : For each reflex vertex of $P$ we extend both incident boundary edges into int $P$ until they meet the boundary again, therefore defining a subdivision of the polygon. The 2 -dimensional faces of this arrangement are rectangles. Clearly, points from the interior of the same rectangle (subsequently called cell) have the same visibility polygon.
Finally, we define special classes of orthogonal polygons. A histogram has a boundary base edge e connecting two convex vertices such that $V(e)=P$. A histogram that is a star is called a pyramid.
Conflict-free and strong chromatic guarding:
A set $G$ of points is a guard set for an orthogonal polygon $P$ if their visibility polygons jointly cover the whole polygon. If in addition each guard $g \in G$ is assigned one color $\gamma(g)$ from a fixed finite set of colors $[t]=\{1,2, \ldots, t\}$ we have a chromatic guarding $(G, \gamma)$. Next we give the central definitions.
A chromatic guard set $(G, \gamma)$ for $P$ is strong if each point in $P$ sees only differently colored guards.
$(G, \gamma)$ is conflict-free if for any point $p \in P$ there is at least one guard in the guard set $G(p)=V(p) \cap G$ whose color is unique.
Figure 1 illustrates both concepts. We denote by $\chi_{c f}(P)$ the minimal $t$ such that there is a conflict-free chromatic guarding set for $P$ using $t$ colors. Maximizing this value over all polygons with $n$ vertices from a specified polygon class is denoted by $\chi_{c f}(n)$.
Consequently, we denote by $\chi_{s t}(P)$ the minimal $t$ such that there is strong chromatic guarding set using $t$ colors. Maximizing this value for all polygons with $n$ vertices from a specified polygon class defines the value $\chi_{s t}(n)$. Observe that minimizing the guard number is not part of the objective function. However, in our upper bound proofs we use at most a linear number of guards what is best possible.


Figure 2: The partition into histograms and the corresponding partition tree.

## 2 Upper Bounds

We show two upper bounds for simple orthogonal polygons of size $n$ : $\quad \chi_{s t}(n) \in O(\log n)$ and $\chi_{c f}(n) \in O(\log \log n)$. These bounds are even realized by guards placed in the interior of visibility cells. This restriction simplifies the arguments and does not affect asymptotic bounds. Furthermore we use the simple fact that a polygon is guarded iff its interior is guarded. The upper bound proof is inspired by ideas developed in $[1,2]$ for conflict-free guarding of simple polygons based on line visibility. Omitted details can be found in [4].

### 2.1 Reduction to histograms

We reuse the central concept of independence introduced in [1, 2] for line visibility. Independence means that one can use the same color sets for coloring guards in independent subpolygons. The following definition suffices for our purposes and covers both the strong and the conflict-free variant:

Let $P$ be a simple orthogonal polygon and $P_{1}$ and $P_{2}$ subpolygons of $P$. We call $P_{1}$ and $P_{2}$ independent if no point in $P$ can see simultaneously points from $\operatorname{int} P_{1}$ and $\operatorname{int} P_{2}$.

Next, we hierarchically subdivide an orthogonal polygon $P$ into a linear number of histograms by a standard window partitioning process, see [1].
The subdivision is represented by a partition tree $\mathcal{H}=\mathcal{H}_{P}(e)$ with histograms as node set. Let $e$ be a highest horizontal boundary edge. The visibility polygon of $e$ is a histogram. This is the root vertex of $\mathcal{H}$. Now $Q$ splits $P$ into parts and defines a finite set (possibly empty if $Q=P$ ) of vertical windows $w_{1}, \ldots, w_{k}$. Then we recurse, see Figure 2, with the windows being the new base edges. Each window corresponds to a last left or right turn of a shortest orthogonal path from $e$ to the histogram defined by the window. So we can label the histograms left or right.

Let $H_{d}, d=0,1,2$, be the family of all histograms corresponding to nodes in $\mathcal{H}$ with depth congruent $d$ $\bmod 3$. We partition $H_{d}$ into $H_{d}^{L}$ consisting of $Q$ and all those histograms which are left children and, on the other side, $H_{d}^{R}$ consisting of the remaining "right" parts. In Figure 2 the six families of histograms are
color-coded for illustration. For example, the dark gray histograms are right children with depth congruent $1 \bmod 3$.

Lemma 1 Let $P$ be a polygon and $H_{d}^{L}, d=0,1,2$ the family of histograms corresponding to left nodes in $\mathcal{H}$ with depth congruent $d \bmod 3$. Then the interior of histograms in each $H_{d}^{L}$ have pairwise link distance at least three, analogously for $H_{d}^{R}$, so they are independent.

### 2.2 Guarding a histogram

Consider a histogram $H \subseteq P$ with a top horizontal base edge. We associate with $H$ a tree $T$ as follows. Consider the set of open 2 -cells in the visibility arrangement $\mathcal{A}^{r}$. If several cells have the same visibility polygon we choose the leftmost cell as representative. Let $R$ be the set of all representatives and $B \subseteq R$ the subset of cells adjacent to bottom horizontal edges. We define a partial order for $B$ : We say $b^{\prime} \leq b$ iff the horizontal polygon edge of $b^{\prime}$ is not above that of $b$ and there is an $r \in R$ that sees both $b$ and $b^{\prime}$. The Hasse diagram of this poset is a tree $T$ which we call the spine of $H$. A monotone path $\pi$ in $T$ is a directed subpath of a root-to-leaf path. It corresponds to a pair $\left(b, b^{\prime}\right)$ with $b^{\prime} \leq b$.

Lemma 2 There is a bijective mapping $\Phi$ between cells of $R$ and monotone paths in $T$ such that two cells are visible from each other iff the corresponding monotone paths in $T$ share a node.

Proof. Let $r$ be a cell in $R$. Then $V(r) \cap T$ is some montone path $\pi$ in $T$ and we set $\Phi(r)=\pi$. For the inverse function let $\pi$ be a monotone path in $T$ from vertex $b$ down to $b^{\prime}$. We associate with $\pi$ the unique cell $\Phi^{-1}(\pi)=r \in R$ that is vertically aligned with $b^{\prime}$ and horizontally with $b$.
We observe that $\Phi$ is well-defined by the choice of the leftmost representative for visibility equivalent cells and it is clearly a bijection. Especially, for $\pi=(b, b)$ we have $\Phi^{-1}(\pi)=b$.
For the second assertion consider two cells $r, r^{\prime}$ visible from each other and the smallest rectangle that includes both. By extending this rectangle downwards it hits a horizontal boundary edge. The vertex of $T$ corresponding to that edge is in both $\Phi(r)$ and $\Phi\left(r^{\prime}\right)$. For the other direction consider a cell $r^{\prime \prime}$ corresponding to a vertex in $\Phi(r) \cap \Phi\left(r^{\prime}\right)$. It has a bottom horizontal edge. We form a rectangle in $H$ above this edge of maximal width and maximal heigth. All cells visible from $r^{\prime \prime}$ are in this rectangle, therefore $r$ sees $r^{\prime}$. Figure 3 illustrates the bijection.

Now we translate the geometric concepts of strong and conflict-free guardings of $H$ into equivalent combinatorial questions for the spine $T$. First of all, a


Figure 3: Spine tree and bijection between open cells and monotone paths
colored guard set for $H$ defines a set of colored cells in $R$ and this defines using $\Phi$ a covering of $T$ with colored monotone guarding paths and vice versa. The condition for strong guarding now reads: No monotone path in $T$ can intersect two guarding paths of the same color.
For conflict-free guardings we have:
Lemma 3 Colored guards $g_{1}, \ldots, g_{r}$ define a conflictfree guarding for $H$ iff for each monotone path $\pi$ in $T$ there exists a color and exactly one guarding path $\Phi\left(g_{i}\right)$ with that color such that $\pi \cap \Phi\left(g_{i}\right) \neq \emptyset$.

Proof. Consider the cell $\Phi^{-1}(\pi)$. It is seen by a guard $g$ with a unique color $c$. Therefore $\Phi(g) \cap \pi \neq \emptyset$. Assume, some other $c$-colored guarding path $\Phi\left(g^{\prime}\right)$ intersects $\pi$. Then $g^{\prime}$ sees $\Phi^{-1}(\pi)$, a contradiction. The other direction is analogous.

Path compression: We use bottom-up path compression to define a covering (in fact, it is a partition) of $T$ by monotone paths. To this end we form in parallel for all leaves $l$ the maximal length monotone paths $\pi(l)$ that end in $l$ and do not use nodes of outdegree $>1$. We cut off all $\pi(l)$ from $T$. Iterating this procedure yields a unique tree $T^{*}$. Its nodes represent monotone paths in $T . T^{*}$ has depth $O(\log |H|)$ since in each iteration the number of leaves is reduced by at least half. Figure 4 shows an example histogram with its spine tree $T$. The derived compressed spine is depicted in Figure 5.

Proposition 4 Let $H$ be a histogram with $n$ vertices. Then there is a strong guarding with $O(\log n)$ colors and a conflict-free guarding with $O(\log \log n)$ colors.

Proof. We construct the spine $T$ and the compressed tree $T^{*}$ with depth $O(\log n)$. To get a strong guarding we color the nodes of $T^{*}$, i.e. the guarding paths in $T$, by their depth in $T^{*}$.
For a conflict-free guarding consider the color set $[t]=$ $\{1,2, \ldots, t\}$ and the following recursively defined set of words: $s_{1}=1$ and $s_{i}=s_{i-1} \circ i \circ s_{i-1}$. Clearly, a prefix of $s_{t}$ with length $k$ has no more than $\lceil\log (k+1)\rceil$ different colors and each connected subword contains a unique color, [5]. Now we color the nodes of $T^{*}$ from the root to the leaves with the sequence $s_{t}$ of length


Figure 4: Example histogram with spine tree


Figure 5: Monotone paths covering the spine and the corresponding compressed spine


Figure 6: Chromatic guarding positions for the example histogram: with colors $\{1,2,3\}$ strong, with colors $\{1,2\}$ conflict-free (in brackets) guarding
at most the height of the tree, that is $O(\log n)$. A color alphabet of size $O(\log \log n)$ suffices.

We illustrate the construction in Figure 6. Observe that we use the same guard positions for both strong and conflict-free guarding. The compressed spine has depth 2. For the strong guarding we use colors 1,2 and 3 while for the conflict-free version we use the color sequence 1-2-1. The guard positions are the open cells corresponding to the monotone paths via bijection $\Phi$. Moreover, each guard covers a pyramid as indicated in the figure.

Theorem 5 Let $P$ be an orthogonal polygon with $|P|=n$. We have $\chi_{s t}(n) \in O(\log n)$ and $\chi_{c f}(n) \in$ $O(\log \log n)$.

Proof. We decompose $P$ into 6 families $H_{d}^{L}, H_{d}^{R}, d=$ $0,1,2$, of pairwise independent histograms each of size at most $n$. Then we apply Proposition 4.


Figure 7: Spike polygons $S_{1}, S_{2}$ and $S_{3}$

## 3 Lower Bounds

All lower bounds established in this paper are based on a simple, recursively defined family of so called spike polygons $S_{m}$, where $S_{1}$ is a simple square and $S_{m+1}$ is formed by two copies of $S_{m}$ separated by a vertical spike, but joined by an additional horizontal layer. Figure 7 illustrates this construction together with the subdivision of $S_{2}$ into visibility cells and the corresponding spine tree. Obviously, the spine tree $T$ of $S_{m}$ is a balanced binary tree of height $m-1$ with vertices corresponding one-to-one to bottom cells. Recall, a colored guard set for $S_{m}$ corresponds to a covering of $T$ with colored monotone guarding paths and vice versa.

Theorem 6 For simple orthogonal polygons $\chi_{s t}(n) \in \Omega(\log n)$.

Proof. We show that any strong guarding of $S_{m}$ requires $m$ different colors. Consider in spine $T$ a guarding path $\pi$ covering the root with unique color $c$. Then $c$ does not occur in the left or in the right subtree of the root. By induction we need $m-1$ more colors for the subtree missed by $\pi$. Since $S_{m}$ has $n=2^{m+1}$ vertices the claim follows.

Next we analyse the special case that a root-to-leaf path $\pi$ in $T$ is covered by short guarding paths only. Later we show the existence of such a path.

Lemma 7 Let $\mathcal{P}=\left\{\pi_{1}, \ldots, \pi_{r}\right\}$ be conflict-free guarding paths for a path $\pi$ with $m$ nodes such that $\left|\pi_{i}\right|=O\left(m^{\epsilon}\right)$ for some $0<\epsilon<1$ and $1 \leq i \leq r$. Then this guarding uses at least $\Omega(\log m)$ colors.

Proof. Let $K=\max \left\{\left|\pi_{i}\right|, 1 \leq i \leq r\right\}$. We subdivide $\pi$ into $k=\frac{m}{K} \in \Omega\left(m^{1-\epsilon}\right)$ buckets of size $K$ each. This way every $\pi_{i}$ can overlap with at most two buckets. Since $\mathcal{P}$ is induced by a conflict-free guarding, there is a color $c_{1}$ such that exactly one $\pi_{i}$ (responsible for $\pi)$ is colored with $c_{1}$. Hence there is a subpath of $\pi$ consisting of at least $\frac{k-2}{2}$ buckets that does not intersect any $c_{1}$-colored path. Applying this argument recursively we obtain the following recursive relation for the number of colors needed for $k$ buckets: $T(k) \geq$ $T\left(\frac{k-2}{2}\right)+1$. This recursive relation easily solves to $T(k) \in \Omega(\log k) \subseteq \Omega\left(\log m^{1-\epsilon}\right)=\Omega(\log m)$.

Theorem 8 For simple orthogonal polygons $\chi_{c f}(n) \in \Omega(\log \log n)$.

Proof. We start with a conflict-free guarding of $S_{m}, n=2^{m+1}$ that uses a minimum number of $t$ colors. By Theorem 5 we have $t \in O(\log \log n)=$ $O(\log m)$. Consider the corresponding family $\mathcal{F}$ of guarding paths in $T$. We denote by $\mathcal{U}\left(v_{0}\right)$ the set of all guarding paths from $\mathcal{F}$ covering the root $v_{0}$ of $T$ with a unique color. Since $\left|\mathcal{U}\left(v_{0}\right)\right| \leq t$ there must be a vertex $v_{1}$ at depth $\lfloor\log t\rfloor+1$ that is not part of any path from $\mathcal{U}\left(v_{0}\right)$. Now we iterate starting from $v_{1}$. We take all guarding paths covering $v_{1}$ with a unique color and we determine a node $v_{2}$ at depth $2\lfloor\log t\rfloor+2$ missed by these paths, and so on. We call the $v_{i}$ 's checkpoints. The checkpoints define a root-to-leaf path $\pi$ with length $m=\log n-1$. Consider $\mathcal{F}_{\pi}=\left\{\pi \cap \pi_{i} \mid \pi_{i} \in \mathcal{F}\right\}$. Now form a new family $\mathcal{U}_{\pi}$ that consists of all maximal subpaths $\sigma$ of members $\pi_{i} \cap \pi \in \mathcal{F}_{\pi}$ such that $\sigma$ does not intersect any other member of the same color in $\mathcal{F}_{\pi}$. Let $\pi^{\prime} \subset \pi$ and assume $\pi_{i} \in \mathcal{F}$ gives a unique color to $\pi^{\prime}$. Then $\pi^{\prime} \cap \pi_{i}$ is part of some path in $\mathcal{U}_{\pi}$. Thus $\mathcal{U}_{\pi}$ is a conflict-free guarding path family for $\pi$. By construction, paths in $\mathcal{U}_{\pi}$ have length at most $2\lfloor\log t\rfloor+1$. Now we can apply Lemma 7. Since $2 \log t+1 \in O(\log \log m) \subseteq O\left(m^{0.5}\right)$ we get $t \in \Omega(\log m)=\Omega(\log \log n)$.

Applying another, more involved combinatorial tableaux technique, we can prove a first nontrivial lower bound of $\Omega\left(\frac{\log \log n}{\log \log \log n}\right)$ for conflict-free guarding of orthogonal polygons with line visibility. These tableaux comprise necessary conditions a colormultiset family must have to define a conflict-free guarding of appropriately vertically stretched spike polygons $S_{m}$, see [4] for details.
However, the best known upper bound for this problem setting is $O(\log n)$, as shown in [1]. This upper bound holds also for general simple polygons [2]. Closing these gaps is a challenging open problem.
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#### Abstract

We present two new versions of the chromatic art gallery problem that can improve upper bound of the required colors pretty well. In our version, we employ restricted angle guards so that these modern guards can visit $\alpha$-degree of their surroundings. If $\alpha$ is between 0 and 180 degree, we demonstrate that the strong chromatic guarding number is constant. Then we use orthogonal 90 -degree guards for guarding the polygons. We prove that the strong chromatic guarding number with orthogonal guards is the logarithmic order. First, we show that for the special cases of the orthogonal polygon such as snake polygon, staircase polygon and mounts polygon, the number of colors is constant. We decompose the polygon into parts so that the number of the conflicted parts is logarithmic and every part is snake. Next, we explain the chromatic art gallery for the orthogonal polygon with guards that have rectangular visibility. We prove that the strong chromatic guarding number for orthogonal polygon with rectangular guards is logarithmic order, too. We use a partitioning for orthogonal polygon such that every part is a mount, then we show that a tight bound for strong chromatic number with rectangular guards is $\theta(\log n)$


## 1 Introduction

New approach of the art gallery problem was raised with Erickson and LaValle [2], which maximized the compatible guards so that for two guards whom their intersection of visibility polygons is not empty must be spent a new color as cost. In the other words, the chromatic art gallery find the minimum number of colors that always sufficient and sometimes necessary for guarding the entire polygon. It is called the chromatic guarding number. Let $\chi_{G}(P)$ denotes the chromatic guarding number of polygon P . We extend this notation so that $\chi_{G}^{\alpha}(P)$ denotes the chromatic guarding number with $\alpha$-degree guards, and $\chi_{G}^{\text {rec }}(P)$ denote the chromatic guarding number with rectangular guards, properly. The motivation of offering this problem was in robot controlling with wireless navigators whom we

[^12]can set the angle of their ranges. In many cases, these navigators have the 90-degree range, and they are orthogonal corresponding to the environment, because of it, we introduce the chromatic art gallery with orthogonal 90-degree guards in the orthogonal polygons. Erickson and LaValle showed that for a spiral polygon, the chromatic guarding number is at most 2 and for a staircase polygon is at most 3 , then they showed that for every positive number $k$, there exists a polygon with $4 k$ vertices such that $\chi_{G}\left(P_{k}\right) \geq k$. Also, they showed that for every odd numberk there is an orthogonal polygon with $4 k^{2}+10 k+10$ vertices such that $\chi_{G}\left(P_{k}\right) \geq k \quad[2]$. We extend these result with $\alpha$-degree guards so that $\chi_{G}^{\alpha}(P) \leq 2$ and for orthogonal guards $\chi_{G}^{O}(P) \in O(\log n)$ wherever $\chi_{G}^{O}(P)$ denotes the chromatic guarding number with the orthogonal 90 -degree guards. After that, we extend these result with rectangular guards so that $\chi_{G}^{r e c}(P) \in \theta(\log n)$

## 2 Basic Definitions

Let polygon $P$ be a connected simple subset of $\mathbb{R}^{2}$ with $\partial \mathrm{P}$ as its boundary. $p \in P$ is visible from $q \in P$ if the segment $p q$ is a subset of $P$. For every point $p$ in the polygon, $V(p)$ indicates visibility polygon of $p$ so that $V(p)=\{q \in P$ s.t. $p$ is visible from $q\}$. The guard set $S$ is a finite set of points in the polygon such that $\bigcup_{s \in S} V(s)=P$, every element of $S$ is called guard [1]. A pair of guards $s$ and $t$ is named incompatible whenever $V(s) \cap V(t) \neq \emptyset$. Let $C(s)$ denotes the minimum colors necessary for coloring the guard set $S$ so that every pair of incompatible guards have different colors. Furthermore, let $T(p)$ denote the set of all guard sets in $P$, and $\chi_{G}(P)=\min _{s \in T(p)} C(s)$ is called the chromatic guarding number. The chromatic art gallery problem minimizes the chromatic guarding number rather the guarding number [3]. Let $\alpha$-guard denotes the guard whom its visual field is $(v, v+\alpha)$ wherever $v$ is an arbitrary angle and $\alpha \in(0,180]$, for instance, 90 -guard is a guard with visual field equal to $(v, v+90)$. In addition, let O-guard denotes the orthogonal 90 -guard. Suppose $\chi_{G}^{\alpha}(p)$ denotes the chromatic guarding number with the $\alpha$-guards, and we extend the notations so that $\chi_{G}^{O}(p)$ indicates the chromatic guarding number with the O-guards as well. Also:
$V^{\alpha}(g)=\{p \in P \mid q$ is visible from $\alpha-$ guard $g\}$ $V^{O}(g)=\{q \in P \mid q$ is visible from $O-$ guard $g\}$ In the orthogonal polygon, a horizontal (vertical)


Figure 1: An orthogonal polygon that has no $v$-cut edge.
edge $e_{h}\left(e_{v}\right)$ that its two end points are reflex vertices is called $h$-cut edge ( $v$-cut edge) [4]. For any two points p and q in a rectilinear polygon P , if the aligned rectangle with p and q as opposite corners lies totally inside $P$, then $p$ and $q$ are called rectangularly visible [4]. Also for any point $p$ in polygon $\mathrm{P}, V^{\text {rec }}(p)$ denotes the rectangular visibility area of P , such that:
$V^{r e c}(p)=\{q \in P \mid p$ is rectangularly visible from $q\}$ Every guard can see around it rectangularly is represented by the r-guard. Assume guard set S that is a finite set of r-guards in the polygon so that $\bigcup_{s \in S} V^{r e c}(s)=P$ then we call that P is r -visible from S. we extend the use of the notations to r-guards as $\chi_{G}^{r e c}(P)=\min _{S \in T(p)} C(S)$ whenever S is an r-guard set. And assume these notations: $V^{\perp}(p)=\{q \in P \mid q$ is orthogonally visible from point $p\}$ $V^{\perp}(e)=\{q \in P \mid q$ is orthogonally visible from segment $e\}$

Observation 1 Every orthogonal polygon that has no $h$-cut edge ( $v$-cut edge) is $y$-monotone ( $x$ monotone) polygon. As the Figure 1 shows.

In the following we define a new special polygon, we call it, the snake polygon.

Definition 1 A polygon $P$ is called snake polygon if: 1. $P$ is an orthogonal $x$-monotone ( $y$-monotone).
2. The line segment created by extending an $h$-cut edge to the boundaries of $\partial P$ can decompose $P$ into exactly three subpolygons.
3. Each of its sub polygon must be $x y$-monotone. see Figure 2.

As the sample, every staircase polygon is a snake polygon; similarly, every $x y$-monotone polygon is a snake polygon as well. We define two special polygons, mounts polygon and mount polygon as following.


Figure 2: A snake polygon


Figure 3: 180-degrees guard

Definition 2 Polygon $P$ is called mounts polygon if it has at least an edge $e \in P$ such that $V^{\perp}(e)=P$, nominate e, base edge.

Definition 3 The mounts polygon $P$ is named mount polygon if $P$ is monotone corresponding to a line perpendicular to its base edge.

## 3 A tight bound on the chromatic guarding number of the general polygon with $\alpha$-guards

Consider a simple polygon $P$. Select an arbitrary edge $e_{1}$ then place a 180 -guard $g_{1}$ on it. Process $V^{180}\left(g_{1}\right)$ [5], every connected part of its boundary, which is not belonged $\partial \mathrm{P}$ is called window. Continually place 180 -guards on the created windows of previous step until the entire polygon is covered, see Figure 3

We demonstrated that in the general polygon with 180-degree guards the chromatic guarding number is 1 , i.e. $\chi_{G}^{180}(p)=1$. Now, we can replace every $180-$ guard with at most two colors of $\alpha$-guards. We want $\left\lfloor\frac{180}{\alpha}\right\rfloor$ guards in the same color and perhaps one guard


Figure 4: Replace a 180 -degrees guard with $\alpha$-guards


Figure 5: O-guarding a snake polygon
in the different color. Wherever $\frac{180}{\alpha}$ is not an integer such that it is shown in Figure 4. Hence, if $0<\alpha \leq$ 180 , then $\chi_{G}^{\alpha}(p) \leq 2$.

## 4 Some special polygons with O-guards

Suppose that $P$ is a snake polygon, we present a partitioning so that its chromatic guarding number will be constant. Extend all $h$-cut edges in the snake polygon, because of this, the polygon decomposes to sub polygons such that all of them are staircase or mount polygons. We can guard all these staircase parts with one color of the O-guard independently, see Figure 5. The green parts are the mount polygons, and the blue ones are staircase polygons.

Observation 2 For every staircase polygon $P$ when the bottom edge is not seen, $\chi_{G}^{O}(P)=1$.

Observation 3 For every mount polygon $P$ when the bottom edge is not seen, $\chi_{G}^{O}(P)=1$, see Figure 6.


Figure 6: The staircase polygon and mount polygon can be guarding with one color of O-guards

If the bottom edge is not seen, then the visibility polygon of the O-guards in two different parts will not be incompatible. We place the green O-guards in the green areas and the blue ones in the blue areas. Therefore, we can cover the entire snake polygon with at most two colors. So the chromatic guarding number of the snake polygon is less than or equal 2 .

Observation 4 The chromatic guarding number of the snake polygon with O-guards is at most 2.

## 5 A tight upper bound on the chromatic guarding number of the orthogonal polygon with Oguards

In this section, we present a partitioning for the orthogonal polygon such that every part is a snake polygon. We construct two partitions in two orientations both horizontally and vertically. Call horizontal (vertical) partitioning $h$-cutting ( $v$-cutting), then we nominate duality graph of $h$-cutting ( $v$-cutting), $h$-tree ( $v$-tree). Extend all $h$-cut ( $v$-cut) edges in the polygon until intersect the boundary, start from the lowest (leftmost) part, the duality node corresponding to it must be root, then draw a directed edge from the root to all its neighbors, continue it recursively until the h-tree (v-tree) is built. See Figure 7.

We modify any paths in the h-tree, so that duality of them will be snake polygons. For this purpose, we cut the $v$-cut edges occur in the path. We know that these removed parts will cover with guarding in the other orientation partitioning, certainly. See Figure 8.

Similarly, consider this process for v-tree. If we find the chromatic guarding number to cover the h-tree, double of this number will be the chromatic guarding number for the entire orthogonal polygon. We know that every modified path in the duality tree has the chromatic guarding number at most 2 with the condition that the bottom edge is not seen.


Figure 7: Every path in the duality graph decomposes to a snake polygon.


Figure 8: Partitioning of an orthogonal polygon.

Follow this algorithm:

1. Find the path from the root to the leaf in every remained tree so that with removing it, the tree decomposes into at least two sub trees which their size are at most half of the total tree.
2. Guard all paths from previous step with two new colors.
3. Remove the path from the total tree and remain the sub tree(s).
4. If all remained sub trees are not empty, then go to step 1.

Lemma 1 The number of iterations of the algorithm is $O(\log n)$.

Proof. In iteration the size of the problem will be at most half of the previous step then we can write: $f(n) \leq f\left(\frac{n}{2}\right)+2 \Rightarrow f(n) \in O(\log n)$, which $f(n)$ means the complexity of problem.

Theorem 2 The chromatic guarding number of the orthogonal polygon with O-guards is the logarithmic order.

Proof. Using Lemma 1, we know that for guarding the $h$-cutting, we need $O(\log n)$ colors of guards, by this guarding, some parts of the polygon is not covered, because of the modified paths, that cut in the cross orientation. Nevertheless, we are guarding these remained parts during guarding $v$-cutting, completely. For it, we pay $O(\log n)$ colors of guards as cost. As a result, the chromatic guarding number for the orthogonal polygon belongs to $O(\log n)$.

6 An upper bound on the chromatic guarding number of the general polygon with $\mathbf{O}$-guards

We present an algorithm for the general polygon such that we remove an orthogonal polygon from it. By it, all remained parts are spiral polygons or triangles so that we can guard them with at most two colors compatibly. Follow this algorithm:

1. Draw a horizontal line from every vertex in the polygon.
2. Draw a vertical line from every intersection of lines and polygon.
3. Select rectangles that occurs in the polygon completely and make an orthogonal polygon.
4. Consider remained parts, we can guard all disjoint polygon compatibly.

Observation 5 Each remained part is the spiral polygon so that reflex chain of it, is orthogonal. (Triangle is a special type of the spiral polygon).

Observation 6 The chromatic guarding number for the spiral polygon with $O$-guards in which the reflex chain is not seen is at most 2 .

The condition that the reflex chain doesnt must be seen appears because, the spiral parts can be guarded independently.

Lemma 3 The chromatic guarding number for the general polygon with $O$-guards is $O(\log n)$.

Proof. Decompose a general polygon into orthogonal polygons that its vertices can be $O\left(n^{2}\right)$, nevertheless the $\chi_{G}^{O}(P) \in O(\log n)$, for remained spiral polygon $\chi_{G}^{O}(P) \leq 2$, therefore, for the general polygon P , we have: $\chi_{G}^{O}(P) \in O(\log n)$

## 7 A tight bound on the rectangular chromatic guarding number of the orthogonal polygon

Observation 7 The rectangular chromatic guarding number of the mounts polygon belongs to $\theta(\log n)$.


Figure 9: Partitioning the orthogonal polygon to the mounts polygons.

We found that the rectangular chromatic guarding number of mounts polygon is the logarithmic order. Now, we want to extend this result for all orthogonal polygons as well. First, we divide the polygon into the mounts polygons. Then, the lowest edge of the polygon, nominate $e$ and process $V^{\perp}(e)$. Suppose the boundary of $V^{\perp}(e)$, every connected part of the boundary which is not part of the boundary of the total polygon is called window.

Observation 8 The connected window in $V^{\perp}(e)$ is line segment.

Now, find $V^{\perp}(e)$ for every obtained window since the entire polygon is supported. See Figure 9.

We demonstrate that if we can cover the mounts polygon with $\log n$ colors, then we can cover all parts of the partitioning with $5 \log n$ colors, in other words: $\chi_{G}^{\text {rec }}\left(P_{\text {orthogonal }}\right) \in \theta(\log n)$.
If a mounts polygon part has the window in its boundary, then it has incompatibility with other parts. The incompatibility area is a rectangle such that its width is equal to width of the window. Start from first part, color it with the first color and color all parts that immediately left of it (call Left-Parts) with the second color and all parts that immediately right of it (call Right-Parts) with the third color. So, color all parts top of Left-Parts and Right-Parts with 4th color and all parts bottom of Left-Parts and Right-Parts with 5th color. Any parts in the same color want the same $\log \mathrm{n}$ colors of r-guards. By this strategy, we can color the remained parts with the same five colors so that showed in Figure 9.

Observation 9 The same colored parts are compatible.

Theorem 4 The rectangular chromatic guarding number that always sufficient and sometimes necessary for covering an orthogonal polygon is $O(\log n)$.

Proof. We found that there is an orthogonal polygon which is needed $\theta(\log n)$ as its rectangular chromatic guarding number, and using above method are shown that $\theta(\log n)$ is sufficient for all orthogonal polygons, so the proof is completed.

## 8 Conclusion

In this paper, we explained the chromatic art gallery on the simple polygon with 90 -guards that its visibility field of them is one of the $(0,90),(90,180)$, $(180,270)$ or $(270,360)$. This type of guards named O-guard. In many cases in real-world, the guards can see a limited angle of its around. This motivated that we define the new version of the chromatic art gallery problem so that increase the conflict-free guards from lower bound $\frac{n}{4}$ to upper bound $O(\log n)$. Then, we explained the chromatic art gallery for the orthogonal polygon with a special type of guards are called r-guards. This type of guards has r-visibility such that any two points $p$ and $q$ in a rectilinear polygon $P$ are called r-visible, if the aligned rectangle with $p$ and $q$ as opposite corners lies totally inside $P$.
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#### Abstract

Given a graph $G=(V, E)$, a set $R \subseteq V$ is column planar in $G$ if we can assign $x$-coordinates to the vertices in $R$ such that every assignment of $y$-coordinates to $R$ gives a partial embedding of $G$ that can be completed to a plane straight-line embedding of the whole graph. This notion is strongly related to unlabeled level planarity. We prove that every outerplanar graph on $n$ vertices contains a column planar set of size at least $n / 2$.

We use this result to show that every pair of outerplanar graphs $G_{1}$ and $G_{2}$ on the same set $V$ of $n$ vertices admit an ( $n / 4$ )-partial simultaneous geometric embedding (PSGE): a plane straight-line embedding of $G_{1}$ and a plane straight-line embedding of $G_{2}$ such that $n / 4$ vertices are mapped to the same point in the two drawings. This is a relaxation of the well-studied notion of simultaneous geometric embedding, which is equivalent to $n$-PSGE.


## 1 Introduction

The notion of column planarity was originally introduced by Evans et al. [6]. Informally, given a graph $G=(V, E)$, a set $R \subseteq V$ is column planar in $G$ if we can assign $x$-coordinates to the vertices in $R$ such that any assignment of $y$-coordinates to $R$ gives a partial embedding of $G$ that can be completed to a plane straight-line embedding of the whole graph. More formally, $R$ is column planar in $G$ if there exists an injection $\rho: R \rightarrow \mathbb{R}$ such that for all $\rho$-compatible injections $\gamma: R \rightarrow \mathbb{R}$, there exists a plane straightline embedding of $G$ where each $v \in R$ is embedded at $(\rho(v), \gamma(v))$. Injection $\gamma$ is $\rho$-compatible if the combination of $\rho$ and $\gamma$ does not embed three vertices on a line. See Figure 1.

Column planarity is both a generalization and a strengthening of unlabeled level planarity (ULP). A graph $G=(V, E)$ is ULP if for all injections $\gamma: V \rightarrow$

[^13]

Figure 1: A graph with column planar set $R=$ $\{a, b, d, e\}$ and $\rho=\{a \mapsto 2, b \mapsto 4, d \mapsto 1, e \mapsto 3\}$. (b-c) depict completed embeddings for two different assignments $\gamma: R \rightarrow \mathbb{R}$.
$\mathbb{R}$, there exists an injection $\rho: V \rightarrow \mathbb{R}$, so that embedding each $v \in V$ at $(\rho(v), \gamma(v))$ results in a plane straight-line embedding of $G$. If $V$ is column planar in $G$, then $G$ is ULP. Estrella-Balderrama, Fowler and Kobourov [5] introduced ULP graphs and characterized ULP trees in terms of forbidden subgraphs. Fowler and Kobourov [7] extended this characterization to general ULP graphs. ULP graphs are exactly the graphs that admit a simultaneous geometric embedding with a monotone path: this was the original motivation for studying them.

Following the characterization of ULP graphs, Di Giacomo et al. [4] introduce a family of graphs called fat caterpillars and prove that they are exactly the graphs $G=(V, E)$ where $V$ is column planar in $G$ (they call such graphs EAP graphs). Evans et al. [6] prove near-tight bounds for column planar subsets of trees: any tree on $n$ vertices contains a column planar set of size at least $14 n / 17$ and for any $\epsilon>0$ and any sufficiently large $n$, there exists an $n$-vertex tree in which every column planar subset has size at most $(5 / 6+\epsilon) n$. Furthermore, they show that outerpaths (outerplanar graphs whose weak dual is a path) always contain a column planar subset of size at least $n / 2$. In this paper, we prove that this bound holds for general outerplanar graphs.

Evans et al. [6] apply their results on column planarity to give bounds for $k$-partial simultaneous geometric embedding ( $k-P S G E$ ). This problem is a relaxation of simultaneous geometric embedding (SGE), which was introduced by Brass et al. [3]. Given graphs $G_{1}=\left(V, E_{1}\right)$ and $G_{2}=\left(V, E_{2}\right)$ on the same set of $n$ vertices, an SGE of $G_{1}$ and $G_{2}$ is a pair of plane straight-line embeddings $\varphi_{1}: V \rightarrow \mathbb{R}^{2}$ of $G_{1}$ and


Figure 2: (a-b) Graphs $G_{1}$ and $G_{2}$ on the same vertex set. (c) An SGE of $G_{1}$ and $G_{2}$. (d) A 3-PSGE of $G_{1}$ and $G_{2}$.
$\varphi_{2}: V \rightarrow \mathbb{R}^{2}$ of $G_{2}$ such that $\varphi_{1}=\varphi_{2}$. See Figure 2c. Conversely, in a $k$-PSGE of $G_{1}$ and $G_{2}$, we require $\varphi_{1}(v)=\varphi_{2}(v)$ only for some $k$ vertices in $V$. More formally, a $k$-PSGE of $G_{1}$ and $G_{2}$ is a pair of injections $\varphi_{1}: V \rightarrow \mathbb{R}^{2}$ and $\varphi_{2}: V \rightarrow \mathbb{R}^{2}$ such that (i) the straight-line drawings $\varphi_{1}\left(G_{1}\right)$ and $\varphi_{2}\left(G_{2}\right)$ are both plane; (ii) if $\varphi_{1}\left(v_{1}\right)=\varphi_{2}\left(v_{2}\right)$ then $v_{1}=v_{2}$; and (iii) $\varphi_{1}(v)=\varphi_{2}(v)$ for at least $k$ vertices $v \in V[6]$. See Figure 2d. An $n$-PSGE is simply an SGE.

Brass et al. [3] show that two paths, cycles, or caterpillars always admit an SGE. On the negative side, they prove that two outerplanar graphs or three paths sometimes do not admit an SGE. Bläsius et al. [2] give an excellent survey of the subsequent papers on simultaneous embeddings. We highlight the negative result by Geyer et al. [8] that there exist two trees that do not admit an SGE and the result by Angelini et al. [1] that there exist a tree and a path that do not admit an SGE. These negative results motivated the study of PSGE. Evans et al. [6] show that if a set $R$ is column planar in both $G_{1}$ and $G_{2}$, then $G_{1}$ and $G_{2}$ admit a $|R|$-PSGE. Di Giacomo et al. [4] independently prove this for $R=V$. Combining their lower bounds on the size of column planar sets with a pigeonhole argument, Evans et al. show that every two trees admit a (11/17)-PSGE.

A result from Goaoc et al. [9] on the untangling of outerplanar graphs, implies that any two outerplanar graphs $G_{1}$ and $G_{2}$ on $n$ vertices admit a $\sqrt{n / 2}$-PSGE.

In this paper, we prove that every outerplanar graph contains a column planar set of size at least $n / 2$. We then use this result to show that every two outerplanar graphs on $n$ vertices admit an ( $n / 4$ )-PSGE.

### 1.1 Outline

We first give an outline of our approach. Consider an outerplanar graph $G$ on $n$ vertices. We first define the chord graph of $G$, which contains only the "long" chords of the graph. We show that the chord graph has an independent set $\mathcal{I}$ of size at least $\frac{n+2}{2}$. We show that $\mathcal{I}$ is almost column planar in $G$ : it suffices to remove at most one vertex. This gives a column planar set of size at least $n / 2$ in $G$.

For our second result, consider two outerplanar graphs $G_{1}$ and $G_{2}$ on the same set of $n$ vertices. It
suffices to compute a set $R$ with $|R| \geq n / 4$ that is column planar in both $G_{1}$ and $G_{2}$. The result of Evans et al. [6] implies then that $G_{1}$ and $G_{2}$ admit a $|R|$-PSGE. We first compute a column planar set $R_{1}$ in $G_{1}$. Next, we compute a column planar set $R$ in $G_{2}\left[R_{1}\right]$ with $|R| \geq n / 4$. Since $R \subseteq R_{1}$, the set $R$ is column planar in both $G_{1}$ and $G_{2}$, and hence the statement follows.

## 2 Column Planarity in Outerplanar Graphs

In this section we show that every outerplanar graph has a column planar subset containing at least half of its vertices. Let $G=(V, E)$ be an outerplanar graph with $n$ vertices. Assume without loss of generality that $G$ is maximal outerplanar.

Let $v_{0}, v_{1}, \ldots, v_{n-1}$ be the sequence of vertices of $V$ along the unique Hamiltonian cycle of $G$. Consider the following removal procedure: Choose an arbitrary vertex of $G$ of degree two different from $v_{0}$ and $v_{n-1}$, remove it from the graph and repeat recursively. Since every maximal outerplanar graph has two nonadjacent vertices of degree 2 , and since removing such a vertex maintains maximal outerplanarity, such a vertex always exists. The removal order of the the vertices $V \backslash\left\{v_{0}, v_{n-1}\right\}$ is the order in which they are removed by this procedure. For $0 \leq i<n$, let

$$
V\left(v_{i}\right)=\left\{v_{j} \in V: v_{j} \text { was removed before } v_{i}\right\} .
$$

Let $N^{+}\left(v_{i}\right)$ be the closed neighborhood of $v_{i}$. For $0<i<n-1$, the left index $\ell_{i}$ of $v_{i}$ is the smallest index such that $v_{\ell_{i}} \in N^{+}\left(v_{i}\right)$. Similarly, the right index $r_{i}$ of $v_{i}$ is the largest index with $v_{r_{i}} \in N^{+}\left(v_{i}\right)$. Naturally, $v_{\ell_{i}} \leq v_{i} \leq v_{r_{i}}$.

Lemma 1 Let $v_{i}$ be a vertex with $0<i<n-1$ and suppose that there is a vertex $v_{j}$ with $i \neq j$ and $\ell_{i}<j<r_{i}$. Then all neighbors of $v_{j}$ are in $V\left(v_{i}\right)$.
Proof. Let $\ell=\ell_{i}$ and $r=r_{i}$ and assume without loss of generality that $i<j$. Since $i<r-1$, the edge $v_{i} v_{r}$ is a chord of $G$. See Figure 3. Hence, the removal of $v_{i}$ and $v_{r}$ splits $G$ into two connected components $H_{1}$ and $H_{2}$ such that $v_{j} \in H_{1}$ and $v_{0} \in H_{2}$. Note that $v_{j}$ neighbors no vertex in $H_{2}$. We claim that all the vertices in $V \backslash V\left(v_{i}\right)$ lie in $H_{2}$. If this claim is true, then $v_{j}$ neighbors no point in $V \backslash V\left(v_{i}\right)$, which proves the statement.

Assume for a contradiction that there is a vertex $v \in V \backslash V\left(v_{i}\right)$ that belongs to $H_{1}$. Therefore, $v$ lies after $v_{i}$ in the removal order. Since (i) there is no edge between a vertex of $H_{1}$ and a vertex of $H_{2}$, (ii) $H_{1}$ contains a vertex after removing $v_{i}$ (namely $v$ ), and (iii) $H_{2}$ contains a vertex after removing $v_{i}$ (namely $v_{0}$ ), the graph $G\left[V \backslash V\left(v_{i}\right)\right]$ induced by $V \backslash V\left(v_{i}\right)$ is disconnected. However, the removal procedure described above only removes ears of the graph and cannot disconnect it-a contradiction that comes from assuming that $v$ belongs to $H_{1}$.


Figure 3: Division into connected components in the proof of Lemma 1.

Let $E_{C} \subset E$ be the set of all chords of $G$ having endpoints whose removal splits $G$ into components with at least 2 vertices. That is, the chords adjacent to ears of $G$ are not part of $E_{C}$; see Figure 4. Let $C=\left(V, E_{C}\right)$ be the chord graph of $G$.


Figure 4: An outerplanar graph $G=(V, E)$. The edge set $E_{C}$ is drawn solid; the other edges are dotted.

Lemma 2 Let $\mathcal{I} \subset V$ be an independent set of $C$ such that there is an edge of the Hamiltonian cycle of $G$ whose endpoints are both not in $\mathcal{I}$. Then $\mathcal{I}$ is column planar in $G$.

Proof. Let $v_{0}, v_{1}, \ldots, v_{n-1}$ be the sequence of vertices of $V$ along the unique Hamiltonian cycle of $G$ such that $v_{0}$ and $v_{n-1}$ are not in $\mathcal{I}$. To set the $x$ coordinate of the vertices in $\mathcal{I}$, we define the injection $\rho: \mathcal{I} \rightarrow \mathbb{R}$ such that $\rho\left(v_{i}\right)=i$.

For any $\rho$-compatible injection $\gamma: \mathcal{I} \rightarrow \mathbb{R}$, we need to show that there exists a plane straight-line embedding of $G$ where each $v_{i} \in \mathcal{I}$ is embedded at $\varphi\left(v_{i}\right)=\left(\rho\left(v_{i}\right), \gamma\left(v_{i}\right)\right)$.

We first show that $\varphi$ is a plane straight-line embedding of the graph $G[\mathcal{I}]$. Since $\mathcal{I}$ is an independent set of $C$, we know that if two vertices $v_{i}, v_{j} \in \mathcal{I}$ are adjacent in $G$ such that $i<j$, then either $j=i+1$ or $j=i+2$. Otherwise, the removal of $v_{i}$ and $v_{j}$ splits $G$ into two graphs, each with at least two vertices, which implies that the edge $v_{i} v_{j}$ belongs to $C$ : a contradiction. Furthermore, if $\left\{v_{i}, v_{i+2}\right\} \in E$ then the neighbours of $v_{i+1}$ are exactly $v_{i}$ and $v_{i+2}$. Therefore, $\varphi$ is a plane straight-line embedding of $G[\mathcal{I}]$.

We now describe an algorithm that places the remaining vertices of $V$ to obtain a plane straight-line embedding of $G$. The algorithm is incremental and adds one vertex at the time in the order given by the removal order.

Let $X_{i}$ be the set of vertices that have already been placed, starting with, $X_{0}=\mathcal{I}$. We never embed two vertices at the same $x$-coordinate. We say that the visibility invariant holds if each vertex of $X_{i}$ that
neighbors a vertex of $V \backslash X_{i}$ in $G$ is visible from below, i.e., the ray shooting downwards from this vertex intersects no edge of the embedding of $G\left[X_{i}\right]$. We can see that the visibility invariant holds for $X_{0}$ as follows. Suppose that there is a vertex $v_{k}$ that is not visible from below. Then the ray from $v_{k}$ downward intersects some edge $\left\{v_{i}, v_{j}\right\}$. Since $v_{i}$ and $v_{j}$ are independent in $C$ and since $i<k<j$, we must have $k=i+1$ and $j=i+2$. But then the only neighbors of $v_{k}$ are $v_{i}$ and $v_{j}$, and hence $v_{k}$ does not neighbor a vertex of $V \backslash X_{0}$, as required.

For any $i \geq 0$, let $v_{j}$ be the first vertex in $V \backslash X_{i}$ according to the removal order and let $X_{i+1}=X_{i} \cup$ $\left\{v_{j}\right\}$. Let $\ell=\ell_{j}$ and $r=r_{j}$ be the left and right indices of $v_{j}$, respectively.

We place $v_{j}$ at coordinates $\left(j, y_{j}\right)$, where $y_{j}$ is a sufficiently small number such that all neighbors of $v_{j}$ in $X_{i}$ are visible from $v_{j}$. This number always exist by the visibility invariant and since we never embed two vertices with the same $x$-coordinate. Because $\ell \leq j \leq r$ by Lemma 1 , only vertices strictly between $v_{\ell}$ and $v_{r}$ in the $x$-order can become not visible from below. However, since $V\left(v_{i}\right) \subset X_{i+1}$, Lemma 1 implies that for every $\ell<k<r$, all neighbors of $v_{k}$ are in $X_{i+1}$. Therefore, the visibility invariant is preserved for $X_{i+1}$.

After this process completes, the only remaining vertices to embed are $v_{0}$ and $v_{n-1}$. Embed $v_{0}$ at $x=0$ and $v_{n-1}$ at $x=n-1$. Move both down sufficiently far so that the edge $\left\{v_{0}, v_{n-1}\right\}$ does not intersect the drawing so far and so that $v_{0}$ and $v_{n-1}$ can both see their neighbors from below. This completes the plane straight-line embedding of $G$.

Lemma 3 The graph $C$ has an independent set of size at least $\frac{n+2}{2}$.

Proof. Let $\bar{G}$ be the weak dual graph of the complete outerplanar graph $G$. Let $x_{i}$ be the number of vertices of degree $i$ in $\bar{G}$. Notice that $\bar{G}$ is a binary tree whose leaves correspond to ears of $G$. Since the the degree two vertex of an ear in $G$ becomes an isolated vertex in $C$, we know that $C$ has at least $x_{1}$ isolated vertices. Since $\bar{G}$ is a binary tree, we know that $x_{1}=x_{3}+2$.

We describe a greedy procedure to construct an independent set $\mathcal{I}$ of $C$. The algorithm chooses the vertex of smallest degree in the current graph (initially $C$ ), adds it to $\mathcal{I}$, and removes its neighbors from the graph. Clearly this procedure generates an independent set. We claim that that $|\mathcal{I}| \geq \frac{n+2}{2}$.

Because $C$ is outerplanar, it is 2-degenerate. Therefore, whenever we add a vertex to $\mathcal{I}$, it has degree 0 , 1 , or 2 . Let $n_{i}$ be the number of vertices in $\mathcal{I}$ that had degree $i$ at the moment they were chosen. Thus, $|\mathcal{I}|=n_{0}+n_{1}+n_{2}$. Moreover, we know that $n_{0} \geq x_{1}$ as isolated vertices of $C$ will be added to $\mathcal{I}$ before any other vertex of $C$. Thus, $n_{0} \geq x_{1}=x_{3}+2$.

Let $m$ be the number of bounded faces of $C$. Since $m \leq x_{3}$, we conclude that $m+2 \leq n_{0}$.

Since removing vertices of degree zero or one does not change the number of bounded faces, we remove a bounded face of the current graph exactly when we add a vertex of degree 2 to $\mathcal{I}$. Thus, $m=n_{2}$. Therefore, $n_{2} \leq n_{0}-2$.

Since every time our algorithm chooses a vertex of degree $i$ we remove its $i$ neighbors from the graph, and since only vertices of degree 0,1 or 2 are chosen, we conclude that $n=n_{0}+2 n_{1}+3 n_{2}$. Because $|\mathcal{I}|=$ $n_{0}+n_{1}+n_{2}$, we infer that

$$
n=n_{0}+2 n_{1}+3 n_{2} \leq 2\left(n_{0}+n_{1}+n_{2}\right)-2=2|\mathcal{I}|-2 .
$$

Consequently $|\mathcal{I}| \geq \frac{n+2}{2}$.

If the independent set $\mathcal{I}$ guaranteed by Lemma 3 does not satisfy the condition of Lemma 2, for instance when $n$ is even and $\mathcal{I}$ is the set of vertices with an even index, then take any $v_{i} \in V \backslash \mathcal{I}$ and remove $v_{i+1}$ from $\mathcal{I}$. Since the modified $\mathcal{I}$ satisfies Lemma 2, we have

Theorem 4 Every outerplanar graph on $n$ vertices contains a column planar set of size at least $n / 2$.

## 3 Application to Partial Simultaneous Geometric Embedding

Let $G_{1}=\left(V, E_{1}\right)$ and $G_{2}=\left(V, E_{2}\right)$, both on the same set $V$ of $n$ vertices. Let $R_{1} \subseteq V$ be column planar in $G_{1}$ and let $R_{2} \subseteq V$ be column planar in $G_{2}$. Evans et al. [6] proved that then $G_{1}$ and $G_{2}$ admit an $|R|$-PSGE where $R=R_{1} \cap R_{2}$.

For outerplanar graphs $G_{1}$ and $G_{2}$, let $C_{1}$ and $C_{2}$ be their chord graphs, respectively. First use Lemma 3 compute an independent set $\mathcal{I}_{1}$ of size at least $n / 2+1$ in $C_{1}$. Remove at most one vertex from $\mathcal{I}_{1}$ to obtain a set $R_{1}$ of size at least $n / 2$ that is column planar in $G_{1}$ by Lemma 2. Next, use Lemma 3 to compute an independent set $\mathcal{I}_{2}$ of size at least $n / 4+1$ in the chord graph of $G_{2}\left[R_{1}\right]$ (after adding edges to make $G_{2}\left[R_{1}\right]$ maximal outerplanar). Note that $\mathcal{I}_{2}$ is also independent in $C_{2}$, and hence we can remove at most one vertex from $\mathcal{I}_{2}$ to obtain a set $R \subseteq R_{1} \subseteq V$ of size at least $n / 4$ that is column planar in $G_{2}$ using Lemma 2. Note that $R$ is also column planar in $G_{1}$ since $R \subseteq R_{1}$. Combining this with the aforementioned result of Evans et al. [6] gives our second result.

Theorem 5 Every two outerplanar graphs on a set of $n$ vertices admit an ( $n / 4$ )-PSGE.
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#### Abstract

Good drawings (also known as simple topological graphs) are drawings of graphs such that any two edges intersect at most once. Such drawings have attracted attention as generalizations of geometric graphs, in connection with the crossing number, and as data structures in their own right. We are in particular interested in good drawings of the complete graph. In this extended abstract, we describe our techniques for generating all different weak isomorphism classes of good drawings of the complete graph for up to nine vertices. In addition, all isomorphism classes were enumerated. As an application of the obtained data, we present several existential and extremal properties of these drawings.


## 1 Introduction

We consider drawings of simple graphs in the plane or, equivalently, on the sphere. Vertices are represented by distinct points. Edges are drawn as Jordan arcs connecting two vertices (of that edge) and not containing any vertex except those at their endpoints. Note that we do not distinguish between the elements of the graph and their representation in the drawing. A good drawing is a drawing of a graph such that any two edges intersect at most once, either at a common endpoint or at a proper crossing, and no three edges cross at a common point. Good drawings have been extensively studied, and are also referred to as "topological graphs" (e.g., in [14]), "simple topological graphs" (e.g., in [9]), or simply "drawings" (e.g.,

[^14]in [8]). We are interested in good drawings of the complete graph $K_{n}$ on $n$ vertices.

One main motivation for considering good drawings comes from the problem of minimizing the number of crossings in drawings of $K_{n}$ (where crossings are counted by the overall sum of the number of points in which each pair of edges crosses, as opposed to the number of crossing edge pairs; see [15]). Indeed, for any drawing of a graph, there exists a good drawing of the same graph with at most the same number of crossings. The Harary-Hill conjecture states that the number of crossings in any drawing of $K_{n}$ is at least $H(n)=\frac{1}{4}\left\lfloor\frac{n}{2}\right\rfloor\left\lfloor\frac{n-1}{2}\right\rfloor\left\lfloor\frac{n-2}{2}\right\rfloor\left\lfloor\frac{n-3}{2}\right\rfloor$. This has been verified for $n \leq 12$; see [18]. While it has recently been shown that the Harary-Hill conjecture holds for many classes of drawings of $K_{n}$ (see [1] and references therein), it still remains open for the general case.
Two drawings are isomorphic if there is a homeomorphism of the sphere that transforms one drawing into the other. For good drawings, this partitions the infinite number of drawings into a finite number of isomorphism classes; Kynčl [9] showed that this number is in $2^{\Theta\left(n^{4}\right)}$. With applications like determining the crossing number in mind, the following coarser classification turns out to be useful. Two good drawings are weakly isomorphic if there is an incidence-preserving bijection between the drawings such that two edges cross in one drawing if and only if their images in the other drawing cross as well. Roughly speaking, weakly isomorphic drawings that are non-isomorphic differ in the order in which their edges intersect; see [4] for details. The number of weak isomorphism classes of $K_{n}$ is in $2^{n^{2} \alpha(n)^{O(1)}}$ [11] and $2^{\Omega\left(n^{2}\right)}$ [16].
Already in 1988, Rafla [20] enumerated all weak isomorphism classes of good drawings of $K_{n}$ for $n \leq 7$ by a computer program, under the (still unproven) assumption that every good drawing contains a simple (i.e., crossing-free) Hamiltonian cycle. Gronau and Harborth [5] enumerated all non-isomorphic good drawings for $n=6$. Here, we describe our construction of all weak isomorphism classes and the enumeration of all isomorphism classes of good drawings of $K_{n}$ for $n \leq 9$. The resulting data has been used to obtain exact values for various extremal and existential problems on good drawings of $K_{n}$, both for $n \leq 9$ and, via extension of relevant instances, for more vertices. Similar data has been successfully used for combina-
torially different configurations of points [2], to obtain counterexamples, induction bases, or, in general, a better intuition for various problems.

In contrast to, e.g., [20], our generation of all weak isomorphism classes is based on rotation systems. In Section 2, we give the basic theoretical background on rotation systems and sketch techniques that reduced the required computational effort. In Section 3, we describe the enumeration of all non-isomorphic drawings of each weak isomorphism class. Applications and the outcome of several computations on the data are given in Section 4. Parts of this work have been presented in the master's thesis [17] of Pammer.

## 2 Rotation Systems

Rotation systems were devised as tools for investigating embeddings of graphs on higher-genus surfaces [6]. Let $D$ be an (arbitrary) drawing of a graph $G(V, E)$. The rotation $\rho_{D}(v)$ (or $\rho(v)$ when $D$ is clear from the context) of a vertex $v$ in $D$ is the clockwise cyclic order of edges incident to $v$, given as a sequence (that is to be interpreted circularly) of the second vertices of all edges at $v$. (Note that if $G=K_{n}$ then $\rho(v)$ is a cyclic permutation of $V \backslash\{v\})$. The rotation system (abbrev. RS) of $D$ is the set of rotations of all vertices of $D$ and is denoted by $\mathcal{R}(D)$. We consider two rotation systems to be equivalent if one can be obtained from the other by relabeling and optional inversion of all rotations. Further, we call a rotation system realizable if it is the rotation system of a good drawing of a complete graph. The following two results imply that for complete graphs, the rotation system uniquely determines the weak isomorphism class of a good drawing (see also [9]), a property that is central to our work.

Theorem 1 (Pach, Tóth [16]) The rotation system of a good drawing of the complete graph determines the pairs of crossing edges.

Theorem 2 (Gioan [4]) The set of crossing pairs of edges determines the equivalence class of the rotation system of a good drawing of the complete graph.

Note that this is, in general, only true for complete graphs: Determining the crossing number of a (general) graph with a predefined rotation system is NP-complete [19]. A result similar to the above ones is also known for isomorphism classes:

Theorem 3 (Kynčl [9]) Two good drawings are isomorphic iff there exists a bijection between their vertices such that (i) they are weakly isomorphic, (ii) for each edge, the order of crossings along its image is the same, and (iii) for each crossing the radial order of the edge parts emanating to the four involved vertices is the same (or inverted for all crossings).


Figure 1: The two different drawings of $K_{4}$, with their rotation systems.
$K_{4}$ has only two (weak) isomorphism classes, see Figure 1. We denote them by $D_{4}^{X}$ and $D_{4}^{Y}$. The basic observation leading to Theorem 1 is that the sub-drawing induced by four points has a rotation system equivalent to $\mathcal{R}\left(D_{4}^{X}\right)$ if the four points are involved in a crossing, and a rotation system equivalent to $\mathcal{R}\left(D_{4}^{Y}\right)$ otherwise. (Therefore, Property (iii) in Theorem 3 is also determined by the rotation system for drawings of the complete graph.) The other direction (Theorem 2) is slightly more involved and requires considering also 5 -tuples. Unless stated otherwise, we will consider only good drawings of complete graphs (and their rotation systems). We have:

Observation 1 When given the rotation around three vertices in a drawing of $K_{4}$, the relative position of these three vertices in the rotation around a fourth vertex $v$ is determined.

We generate all rotation systems of size $n$ by extending the ones of size $n-1$ in the following way. In the sequence representing the rotation around every vertex, we place the new vertex $v_{n}$ in all possible ways. Each choice also determines parts of $\rho\left(v_{n}\right)$ by Observation 1. The relative order of two vertices might be different when considering different 4 -tuples (which indicates that the choice is invalid) and therefore all 4 -tuples containing $v_{n}$ have to be checked. Hence, we obtain a set of rotation systems where each rotation system restricted to any four vertices is either the one of $D_{4}^{X}$ or $D_{4}^{Y}$. We call such a rotation system consistent. Still, there exist non-realizable consistent rotation systems. For $K_{5}$, there are five (weak) isomorphism classes, and two non-realizable consistent rotation systems. For $n \geq 6$, there are more isomorphism classes than weak isomorphism classes. We describe our approach for checking realizability, which is also used for enumerating all isomorphism classes, in the next section.

To ensure that no two equivalent rotation systems are stored, we guess a vertex that is given the label 1. Then we guess a second vertex to label all vertices from 2 to $n$, either counterclockwise or clockwise around the first one. This way, we obtain $2 n(n-1)$ different labelings. Each labeling gives a matrix consisting of the $n$ rotations. We use the lexicographically smallest one for storing the rotation system. Hence, duplicates can be filtered easily.


Figure 2: Four drawings of the same rotation system. The two at the bottom are also isomorphic (consider the labeling horizontally mirrored), the others are not.

## 3 Realizability and Enumeration

It remains to decide realizability of a rotation system and, in case of a positive decision, to count the number of its isomorphism classes. Deciding whether a rotation system of $K_{n}$ can be realized as a good drawing can be done in polynomial time [10]. Since we also want to enumerate all non-isomorphic drawings of each rotation system, we use a less sophisticated approach that, using properties of the rotation system, works fast for small instances. The basic idea is to use a backtracking algorithm to incrementally build a good drawing, which is represented as a doubly-connected edge list. This algorithm can be used for both checking realizability and for obtaining all realizations of a rotation system.

Similar to recognizing equivalent rotation systems, we use a lexicographically smallest labeling to check isomorphism. However, finding a "fingerprint" for the isomorphism class is more complicated. Consider Theorem 3 (i) and (ii). The first part of the fingerprint is the lexicographically smallest rotation system. The labeling of the vertices defines an order on them, which, in turn, gives a lexicographic order on the edges. For each edge $e$, from smallest to largest, we list the indices of the edges that cross $e$, in the order when going from the smaller to the larger vertex. However, there are, in general, several lexicographically smallest labelings for a rotation system, which could give different sequences for the edge crossings. Hence, for a given good drawing, we have to check all such labelings of the rotation system to obtain the lexicographically smallest sequence of edge crossings. An example is given in Figure 2, showing four drawings of one rotation system, of which two are isomorphic.

## 4 Applications

The numbers of (weak) isomorphism classes are given in Table 1.

| $n$ | realizable RS | non-iso. <br> drawings | non-iso. drawings <br> per RS |
| ---: | ---: | ---: | :--- |
| 3 | 1 | 1 | $1 \ldots 1$ |
| 4 | 2 | 2 | $1 \ldots 1$ |
| 5 | 5 | 5 | $1 \ldots 1$ |
| 6 | 102 | 121 | $1 \ldots 3$ |
| 7 | 11556 | 46999 | $1 \ldots 57$ |
| 8 | 5370725 | 502090394 | $1 \ldots 46571$ |
| 9 | 7198391729 |  | $1 \ldots>2.3 \times 10^{10}$ |

Table 1: The numbers of weak isomorphism classes and non-isomorphic good drawings of $K_{n}$, in total and per RS.

### 4.1 Simple Hamiltonian Cycles

For $n=7$, Rafla's numbers [20] match ours, confirming the conjecture that every good drawing has a simple (i.e., crossing-free) Hamiltonian cycle for $n \leq 7$. In addition, we verified the conjecture for $n \leq 9$.

### 4.2 Maximum Number of Crossings

As every drawing of $K_{4}$ has at most one crossing, there are at most $\binom{n}{4}$ crossings in a good drawing. But in contrast to complete geometric graphs (where only the set with all points in convex position attains this bound), there exist many weak isomorphism classes with this maximum number of crossings. We call them max-crossing drawings. Harborth and Mengersen [8] already considered max-crossing drawings, enumerating all 15 non-isomorphic ones for $K_{6}$. Kynčl [9] gives a lower bound of $2^{n-5} \frac{(n-3)!}{n}$ for the number of max-crossing realizable RS, but no upper bounds better than that for all realizable RS are known. Table 2 gives the numbers obtained from our data. Observe that all max-crossing realizable RS can be obtained by extending only max-crossing realizable RS. Therefore, we can go beyond the $n=9$ barrier by extending only such systems. Note the slight difference to the question in [11, Problem 2], asking for the number of max-crossing consistent RS.

It is known that every good drawing of $K_{n}$ contains a max-crossing sub-drawing of size $\Omega\left(\log ^{1 / 8} n\right)$ [14] (in fact, the bound is given for two particular maxcrossing graphs). Table 2 also lists the number of realizable RS with no max-crossing 5 -tuple, showing that no such RS of size larger than 12 exists.

### 4.3 Crossing Number of $\boldsymbol{K}_{13}$

The crossing number of $K_{13}$ is known to be between 219 [12] and 225 [18]. For odd $n$, the crossing number has the same parity as $H(n)$ [13]. For a drawing $D$ of $K_{n}$ with $\operatorname{cr}(D)$ crossings there exists a vertex $v$ s.t. $\operatorname{cr}(D \backslash v) \leq\left\lfloor\frac{n-4}{n} \operatorname{cr}(D)\right\rfloor[18]$. This allows us to obtain the exact value for $\operatorname{cr}\left(K_{13}\right)$ by only extending rotation systems with few crossings. By this we were able

| $n$ | max-crossing |  | realiz. RS without <br> 5-crossing 5-tuple |
| :---: | ---: | ---: | ---: |
| 4 | realiz. RS | drawings | 5-1 |
| 5 | 2 | 2 | 3 |
| 6 | 10 | 15 | 33 |
| 7 | 115 | 1477 | 606 |
| 8 | 2657 | 8373474 | 19195 |
| 9 | 82957 |  | 449188 |
| 10 | 326173 |  | 4208379 |
| 11 |  |  | 4162266 |
| 12 |  |  | 32290 |
| 13 |  |  | 0 |

Table 2: The number of realizable rotation systems with the maximum number of crossings and the number of sets with no 5 -tuple with 5 crossings.
to show that $\operatorname{cr}\left(K_{13}\right) \in\{223,225\}$. For obtaining all rotation systems where $K_{13}$ has at most 223 crossings (if they exist), it is sufficient to extend all rotation systems of $K_{9}$ with at most 38 crossings, with intermediate RS for $n=10,11,12$ of at most 64,102 , and 154 crossings. The computations are ongoing.

### 4.4 Empty Triangles

In a good drawing $D$, a 3-cycle spanned by three edges of $D$ is called an empty triangle if the interior of one of its sides does not contain any vertices of $D$. Let $\Delta(n)$ be the minimum number of empty triangles over all good drawings of $K_{n}$. Harborth [7] showed $2 \leq \Delta(n) \leq 2 n-4$, asking whether this upper bound is tight. The currently best known lower bound of $n$ is given in [3], where also tightness of the upper bound is stated for $n \leq 8$. Using our data, we could extend the positive answer to Harborth's question for $n=9$.

## 5 Conclusion

We described the generation of all weakly isomorphic good drawings of $K_{n}$ for $n \leq 9$. The obtained data allowed us to investigate several open existential and extremal problems for such drawings. We expect the data to be helpful for settling further questions in this area, like the crossing number of $K_{13}$ or the question of which RS maximize the number of non-isomorphic drawings.
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# A Linear-Time Algorithm for the Queue-Numbers of Proper Triangulated Cacti* 

Toru Hasunuma ${ }^{\dagger}$

## Abstract

We present a linear-time algorithm for computing the queue-numbers of proper triangulated cacti.

## 1 Introduction

A $k$-queue layout of a graph $G=(V, E)$ consists of a vertex-ordering $\sigma: V(G) \mapsto\{1,2, \ldots,|V(G)|\}$ and an assignment $\rho: E(G) \mapsto\{1,2, \ldots, k\}$ of the edges to $k$ queues such that no two edges assigned to the same queue nest, i.e., for each $i \in\{1,2, \ldots, k\}$ and any two edges $\{u, v\},\{x, y\} \in \rho^{-1}(i)$, it does not hold that $\sigma(u)<\sigma(x)<$ $\sigma(y)<\sigma(v)$. The minimum number of queues for a queue layout of $G$ is the queue-number $\operatorname{qn}(G)$ of $G$. A graph $G$ is called a $k$-queue graph if $\operatorname{qn}(G) \leq k$. Figure 1 illustrates a


Figure 1: Queue layouts of a graph $G$.
2-queue layout and a 1-queue layout of a graph $G$, where the vertices are placed from left to right on a horizontal line according to the vertex-ordering and the edges above (respectively, below) the horizontal line are assigned to the first (respectively, second) queue. The notion of queue layouts was originally introduced by Heath, Leighton, and Rosenberg [10, 11]. Queue layouts of graphs find applications in several areas of computer science such as fault-tolerant computing [14] and three-dimensional graph drawing [3, 6]. Until now, upper bounds on the queuenumber have been proved for many graph classes such as complete graphs, complete bipartite graphs, trees [11], outerplanar graphs [10], planar graphs [1, 2], 2-trees [13], graphs with bounded tree-width [3], graphs of bounded genus [4], hypercubes [7], and underlying graphs of iterated line digraphs [8].

[^15]The challenging open problem on queue layouts is the conjecture posed by Heath et al. [10, 11] that every planar graph can be laid out using $O(1)$ queues. Di Battista, Frati, and Pach [1] proved that every planar graph can be laid out using $O\left(\log ^{4} n\right)$ queues (and also mentioned that the upper bound can be improved to $O\left(\log ^{2} n\right)$ ), which improves the previously known bound of $O(\sqrt{n})$ [5]. Dujmović [2] recently proved an $O(\log n)$ upper bound for the queue-number of a planar graph, and moreover Dujmović, Morin and Wood [4] presented poly-logarithmic upper bounds for graphs of bounded genus. The problem of laying out planar graphs using a constant number of queues still remains open, while if we restrict ourselves to outerplanar graphs, such a problem has been solved, i.e., Heath et al. [10] proved that every outerplanar graph can be laid out using two queues. Heath and Rosenberg [11] also characterized 1-queue graphs as arched leveled planar graphs and proved that the problem of recognizing 1-queue graphs is NP-complete. Since the planarity can be efficiently tested [12], the problem of computing the queue-number of a planar graph is NP-hard. In [9], it has been shown that such a problem can be solved in linear-time if we restrict ourselves to maximal outerplanar graphs. A triangulated cactus is a graph in which every block is a maximal outerplanar graph. Thus, the class of triangulated cacti is a subclass of the outerplanar graphs and a superclass of the maximal outerplanar graphs. A triangulated cactus $G$ is called proper if $G$ has no vertex with degree one. In this paper, we extend the result shown in [9] on maximal outerplanar graphs to the class of proper triangulated cacti, i.e., we present a linear-time algorithm for computing the queue-numbers of proper triangulated cacti.

## 2 Preliminaries

A maximal outerplanar graph is an outerplanar graph to which we cannot add a new edge while preserving the outerplanarity. A leaf is a vertex with degree one. A block of a graph is a maximal connected subgraph without a cutvertex. A block with at least three vertices is a cyclic block, while a block with two vertices is a $K_{2}$-block. For a connected graph $G$, the block-cut-vertex tree $B C T(G)$ is the graph whose vertices are blocks and cut-vertices of $G$ and in which two vertices are adjacent if and only if one is a cut-vertex and the other is a block containing the cutvertex. A leaf-block of $G$ is a block corresponding to a
leaf of $B C T(G)$. A triangulated cactus is a graph in which every block is a maximal outerplanar graph. A triangulated cactus is proper if it has no leaf. A caterpillar is a tree $T$ such that the graph obtained from $T$ by deleting all the leaves is a path. A path with $n$ vertices is denoted by $P_{n}$. For a vertex-ordering $\sigma$ of $G$ and $u, v \in V(G)$, we may write $u<_{\sigma} v$ instead of $\sigma(u)<\sigma(v)$. Let $\sigma$ and $\sigma^{\prime}$ be two vertex-orderings of $G$. If there exists an automorphism $\phi$ of $G$ such that $\sigma(v)=\sigma^{\prime}(\phi(v))$ for all $v \in V(G)$, then $\sigma$ and $\sigma^{\prime}$ are isomorphic and we write $\sigma \cong \sigma^{\prime}$. Let $H$ be a subgraph of $G$. The vertex-ordering of $H$ obtained from the vertex-ordering $\sigma$ of $G$ is called the restricted vertexordering of $H$ with respect to $\sigma$ and is denoted by $\sigma_{H}$.

## 3 Queue-Numbers of Extended Fan Graphs

We first consider queue-numbers of specific proper triangulated cacti.

Definition $1 A$ fan graph $F_{n}$ is a maximal outerplanar graph with $n$ vertices such that there exists a vertex with degree $n-1$. The center vertex of $F_{n}$ is a vertex with degree $n-1$ in $F_{n}$. An extended fan graph $F\left(n_{1}, n_{2}, \ldots, n_{k}\right)$, where $3 \leq n_{1} \leq n_{2} \leq \cdots \leq n_{k}$, is the graph obtained from $k$ fan graphs $F_{n_{1}}, F_{n_{2}}, \ldots, F_{n_{k}}$ by identifying the center vertices of $F_{n_{1}}, F_{n_{2}}, \ldots, F_{n_{k}}$ with the same vertex.

The queue-numbers of extended fan graphs can be completely determined as follows. Note that if $G$ contains a subgraph whose queue-number is two, then $\mathrm{qn}(G)=2$.

## Lemma 1

- $\operatorname{qn}(F(7))=\operatorname{qn}(F(4,5))=\operatorname{qn}(F(3,4,4))=1$.
- $\operatorname{qn}(F(8))=\operatorname{qn}(F(3,6))=\operatorname{qn}(F(5,5))=2$.
- $\operatorname{qn}(F(3,3,5))=\operatorname{qn}(F(4,4,4))=\operatorname{qn}(F(3,3,3,3))=$ 2.

In particular, a vertex-ordering of a 1-queue layout of $F(3,3,3)$ is essentially unique.

Lemma 2 Let $V(F(3,3,3))=\left\{v_{i} \mid 0 \leq i \leq 6\right\}$ such that $v_{0}$ is the center vertex and $\left\{v_{1}, v_{2}\right\},\left\{v_{3}, v_{4}\right\},\left\{v_{5}, v_{6}\right\} \in$ $E(F(3,3,3))$. Every vertex-ordering for a 1-queue layout of $F(3,3,3)$ is isomorphic to the vertex-ordering $\sigma$ defined as $v_{1}<_{\sigma} v_{2}<_{\sigma} v_{3}<_{\sigma} v_{0}<_{\sigma} v_{4}<_{\sigma} v_{5}<_{\sigma} v_{6}$.

## 4 Fundamental Properties of a 1-Queue Layout of a Graph

Lemma 3 Let $G$ be a 1-queue graph which has a triangle $K_{3}$ and a path $P_{n}$ as disjoint subgraphs. For any vertexordering $\sigma$ of a 1-queue layout of $G$, it does not hold that $\sigma_{P_{n}}^{-1}(1)<_{\sigma}<\sigma_{K_{3}}^{-1}(1)<_{\sigma} \sigma_{K_{3}}^{-1}(3)<_{\sigma} \sigma_{P_{n}}^{-1}(n)$.

From Lemma 3, we can see that in any 1-queue layout of a graph, there is no path through a triangle. Thus, we have the next corollary.

Corollary 4 Let $G$ be a 1-queue connected graph. Let $\sigma$ be a vertex-ordering of a 1-queue layout of $G$. If we add a $K_{3}$ with $V\left(K_{3}\right)=\{x, y, z\} \cap V(G)=\emptyset$ so that $\sigma^{-1}(1)<_{\sigma}$ $x<_{\sigma} y<_{\sigma} z<_{\sigma} \sigma^{-1}(|V(G)|)$, then the resultant vertexordering does not induce a 1-queue layout of $G \cup K_{3}$.

If we restrict ourselves to maximal outerplanar graphs, we can strengthen Corollary 4 as follows.

Lemma 5 Let $G$ be a 1-queue maximal outerplanar graph. Let $\sigma$ be a vertex-ordering of a 1-queue layout of $G$. If we add a $K_{2}$ with $V\left(K_{2}\right)=\{x, y\} \cap V(G)=\emptyset$ so that $\sigma^{-1}(1)<_{\sigma}$ $x<_{\sigma} y<_{\sigma} \sigma^{-1}(|V(G)|)$, then the resultant vertex-ordering does not induce a 1-queue layout of $G \cup K_{2}$.

Besides, we can show the following lemma.
Lemma 6 Let $G$ be a 1-queue graph which has triangles $K_{3}$ and $K_{3}^{\prime}$ as disjoint subgraphs. For any vertex-ordering $\sigma$ of a 1-queue layout of $G$ such that $\sigma_{K_{3}}^{-1}(1)<_{\sigma} \sigma_{K_{3}^{\prime}}^{-1}(1)$, it holds that $\sigma_{K_{3}}^{-1}(2)<_{\sigma} \sigma_{K_{3}^{\prime}}^{-1}(1)$ and $\sigma_{K_{3}}^{-1}(3)<_{\sigma} \sigma_{K_{3}^{\prime}}^{-1}(2)$.

Namely, there are essentially two possible layouts of two disjoint triangles in any 1-queue layout of a graph.

## 5 Two-Edge-Connected Triangulated Cacti

In this section, we consider the case that a triangulated cactus $G$ has no $K_{2}$-block, i.e., $G$ is 2 -edge-connected.

Using Lemma 5, we can show the following lemma.
Lemma 7 Let $G^{\prime}$ be the graph obtained from a 1-queue maximal outerplanar graph $G$ by adding a triangle at a vertex $x$ of $G$. If $G^{\prime}$ can be laid out using one queue with respect to a vertex-ordering $\sigma^{\prime}$, then $\sigma_{G}^{\prime}(x) \in\{1,2,|V(G)|-$ $1,|V(G)|\}$.

By Lemmas 5, 6, and 7, the next lemma is obtained.
Lemma 8 Let $G^{\prime}$ be the graph obtained from a maximal outerplanar graph $G$ by adding three triangles at three vertices injectively. Then, $\mathrm{qn}\left(G^{\prime}\right)=2$.

Thus, any cyclic block in a 1-queue 2-edge-connected triangulated cactus has at most two cut-vertices. Besides, using Lemmas 1 and 2, we can show the following result.

Lemma 9 Let $G$ be a 1-queue 2-edge-connected triangulated cactus. Then, there are at most three cyclic blocks in $G$ which contain the same cut-vertex. If there are three cyclic blocks in $G$ which contain the same cut-vertex, then one of them is a triangle which contains only one cutvertex.

From Lemmas 8 and 9, we can see that for a 1-queue 2-edge-connected triangulated cactus $G, B C T(G)$ is a caterpillar with the maximum degree $\Delta \leq 3$. Applying Lemmas 5,6 , and 7 , we have the following lemma.

Lemma 10 Let $B_{1}, B_{2}, B_{3}$ be three cyclic blocks of a triangulated cactus $G$ such that $B_{1}$ and $B_{2}$ (respectively, $B_{2}$ and $B_{3}$ ) have the same cut-vertex $x$ (respectively, $y$ ), where $x \neq y$. If $G$ can be laid out using one queue with respect to a vertex-ordering $\sigma$ such that $\sigma(x)<\sigma(y)$, then $\max _{v \in V\left(B_{1}\right)} \sigma(v)<\min _{v \in V\left(B_{3}\right)} \sigma(v)$.

By Lemma 10, we may assume a direction for layouts of blocks in a 1-queue layout of a 2-edge-connected triangulated cactus $G$. Let $\left(B_{0}, x_{1}, \ldots, x_{p}, B_{p}\right)$ be a longest path in $B C T(G)$, where $B_{i}$ is a cyclic block and $x_{j}$ is a cut-vertex such that $\sum_{1 \leq i \leq p}\left|V\left(B_{i}\right)\right|$ is the maximum among longest paths in $B C T(G)$. The set $\mathrm{VO}\left(B_{i}\right)$ of vertex-orderings for 1-queue layouts of $B_{i}$ can be computed in $O\left(\left|V\left(B_{i}\right)\right|\right)$ time by using the algorithm in [9]. From results in [9], we can see that $\left|\mathrm{VO}\left(B_{i}\right)\right| \leq 3$. Thus, by using Lemma 7, we can check in a constant time whether a vertex-ordering in $\mathrm{VO}\left(B_{i}\right)$ is consistent with a vertex-ordering in $\mathrm{VO}\left(B_{i+1}\right)$. Therefore, we can compute $\mathrm{qn}(G)$ in $O(|V(G)|)$ time by employing the dynamic programing approach.

## 6 Proper Triangulated Cacti

Let $G_{1,1,1}$ be the graph obtained from three triangles $K_{3}^{1}, K_{3}^{2}, K_{3}^{3}$ by adding a new vertex $x$ and joining $x$ to a vertex $v_{i} \in V\left(K_{3}^{i}\right)$ for $1 \leq i \leq 3$. For a 3-tuple $(i, j, k) \neq(1,1,1)$ of positive integers, let $G_{i, j, k}$ be the graph obtained from $G_{1,1,1}$ by replacing the edge $\left\{x, v_{1}\right\}$ (respectively, $\left\{x, v_{2}\right\}$ and $\left\{x, v_{3}\right\}$ ) with the path $P_{i}$ (respectively, $P_{j}$ and $P_{k}$ ). Applying Lemmas 3 and 6, we have the next fact.

Lemma $11 \operatorname{qn}\left(G_{i, j, k}\right)=2$.
From Lemma 11 (and Lemma 8), the following lemma is obtained, where an end-cut-vertex is a cut-vertex which has at most one non-leaf-block.

Lemma 12 Let $G$ be a 1-queue proper triangulated cactus. Then, $B C T(G)$ is a caterpillar with $\Delta \leq 5$ such that except for leaf-blocks adjacent to an end-cut-vertex, every leafblock is a fan graph whose center vertex is a cut-vertex.

A path-component of a 1-queue proper triangulated cactus $G$ is a maximal connected subgraph in the graph obtained from $G$ by deleting every maximal 2-edgeconnected subgraph (2-edge-connected component) except for a cut-vertex incident to a bridge. Let $H_{i}$ be an extended fan graph for $1 \leq i \leq k$. Let $P\left(H_{1}, \ldots, H_{k}\right)$ be the graph obtained from the path $P_{k}=\left(v_{1}, \ldots, v_{k}\right)$ and $H_{i}$ $(1 \leq i \leq k)$ by identifying the center vertex of $H_{i}$ with $v_{i}$ for $1 \leq i \leq k$. From Corollary 4 and Lemma 6, we may assume a direction for layouts of $H_{1}, \ldots, H_{k}$ in a 1-queue layout of $P\left(H_{1}, \ldots, H_{k}\right)$.

Lemma 13 For any vertex-ordering $\sigma$ of a 1-queue layout of $P\left(H_{1}, \ldots, H_{k}\right)$, if $\sigma_{H_{k-1}}^{-1}(1)<_{\sigma} \sigma_{H_{k}}^{-1}(1)$, then for all $1 \leq i<k$, it holds that $\sigma_{H_{i}}^{-1}\left(\left|V\left(H_{i}\right)\right|-1\right)<_{\sigma} \sigma_{H_{i+1}}^{-1}(1)$ and $\sigma_{H_{i}}^{-1}\left(\left|V\left(H_{i}\right)\right|\right)<_{\sigma} \sigma_{H_{i+1}}^{-1}(2)$.

Definition 2 For a vertex-ordering $\sigma$ in a 1-queue layout of an extended fan graph $H$, a triangle $K_{3}$ with $V\left(K_{3}\right)=$ $\{a, b, c\}$, where $a$ is the center vertex of $H$, is called right-toppling (respectively, upright and left-toppling) if $\sigma_{K_{3}}(a)=1$ (respectively, 2 and 3).

Definition 3 Let $G$ be a 1-queue extended fan graph. Then, $G$ is one-sided toppling (respectively, two-sided toppling) if for any vertex-ordering $\sigma$ of a 1-queue layout of $G, G$ has an upright triangle and either a right-toppling triangle or a left-toppling triangle (respectively, an upright triangle, a right-toppling triangle, and a left-toppling triangle).

Except for $F(3)=K_{3}$ and $F(4)$, the class of 1-queue extended fan graphs is divided into two types.

Lemma $14 F(5), F(3,3)$, and $F(3,4)$ are one-sided toppling, while $F(6), F(4,4)$, and $F(3,3,3)$ are two-sided toppling.

Lemma 15 In any vertex-ordering $\sigma$ of a 1-queue layout of $P\left(H_{1}, \ldots, H_{k}\right)$ with $\sigma_{H_{k-1}}^{-1}(1)<_{\sigma} \sigma_{H_{k}}^{-1}(1)$, the following properties hold for $1 \leq i<k$.

- If $H_{i+1}$ has an upright triangle, then $H_{i}$ has no righttoppling triangle.
- If $H_{i+1}$ has a left-toppling triangle, then $H_{i}$ has no upright triangle and no right-toppling triangle.

Using Lemma 15, we can characterize 1-queue pathcomponents $P\left(H_{1}, \ldots, H_{k}\right)$ as follows.

Lemma 16 Let $S=\left\{H_{1}, \ldots, H_{k}\right\}$ be a set of extended fan graphs. Let $N_{\text {one }}$ (respectively, $N_{\text {two }}$ ) be the number of onesided toppling (respectively, two-sided toppling) extended fan graphs in $S$. Then, $q n\left(P\left(H_{1}, \ldots, H_{k}\right)\right)=1$ if and only if one of the following conditions holds:

- $N_{\text {one }}+N_{\text {two }} \leq 1$.
- $N_{\text {one }}=2, N_{\text {two }}=0$, and for the one-sided toppling extended fan graphs $H_{p}$ and $H_{q}$, where $1 \leq p<q \leq$ $k$, every $H_{i}(p<i<q)$ is a triangle.

Besides, we can show the next lemma.
Lemma 17 Let $G_{k}$ be the graph obtained from $P\left(H_{1}, \ldots, H_{p}\right)$ and $P\left(H_{1}^{\prime}, \ldots, H_{q}^{\prime}\right)$ by joining the center vertices of $H_{p}$ and $H_{1}^{\prime}$ by a path of length $k$, where $k \geq 2$. Then, $\mathrm{qn}\left(G_{k}\right)=1$ if and only if $\operatorname{qn}\left(P\left(H_{1}, \ldots, H_{p}\right)\right)=\operatorname{qn}\left(P\left(H_{1}^{\prime}, \ldots, H_{q}^{\prime}\right)\right)=1$.

By Lemmas 16 and 17, we can determine the queuenumber of any path-component of a proper triangulated cactus. In order to check the consistency of queue layouts of a path-component and a 2-edge-connected component, we can use the following lemma.

Lemma 18 Let $G^{\prime}$ be the graph obtained from a 1-queue maximal outerplanar graph $G$ by adding the path $P_{3}$ at a vertex $x$ of $G$. If $G^{\prime}$ can be laid out using one queue with respect to a vertex-ordering $\sigma^{\prime}$, then $\sigma_{G}^{\prime}(x) \leq 4$ or $|V(G)|-$ $3 \leq \sigma_{G}^{\prime}(x)$.

## 7 A Linear-Time Algorithm

Combining the results in Sections 5 and 6, we can design a linear-time algorithm for the queue-numbers of proper triangulated cacti.

Let $G$ be a proper triangulated cactus. We first compute the block-cut-vertex tree $B C T(G)$ of $G$. If $B C T(G)$ is not a caterpillar with $\Delta \leq 5$, then $\operatorname{qn}(G):=2$. If $|V(B C T(G))|=1$, then apply the algorithm [9] for maximal outerplanar graphs. Let $\left(x_{1}, B_{2}, x_{2}, \ldots, B_{p-1}, x_{p-1}\right)$ be the path obtained from $B C T(G)$ by deleting all the leaves, where $B_{i}(1<i<p)$ is a block and $x_{i}(1 \leq i<p)$ is a cutvertex. If there exists a leaf-block $B^{\prime}$ (respectively, $B^{\prime \prime}$ ) containing $x_{1}$ (respectively, $x_{p-1}$ ) in which there exists a triangle not containing $x_{1}$ (respectively, $x_{p-1}$ ), then set $B_{1}$ as $B^{\prime}$ (respectively, $B_{p}$ as $B^{\prime \prime}$ ). Otherwise, set $B_{1}$ (respectively, $B_{p}$ ) as a largest block containing $x_{1}$ (respectively, $\left.x_{p}\right)$. For $\left(B_{1}, x_{1}, B_{2}, x_{2}, \ldots, B_{p-1}, x_{p-1}, B_{p}\right)$, we iterate the following manipulations.

Let ( $B_{j+1}, x_{j+1}, \ldots, x_{k-1}, B_{k}$ ), where $j<k$, be the path corresponding to a 2 -edge-connected component. If there exist $B_{i}(j+1<i<k)$ with $\operatorname{deg}_{B C T(G)}\left(B_{i}\right) \geq 3$, $x_{i}$ $(j<i<k)$ with $\operatorname{deg}_{B C T(G)}\left(x_{i}\right) \geq 4$, or a leaf-block $B \notin$ $\left\{B_{j+1}, B_{k}\right\}$ with $|V(B)| \geq 4$ which contains $x_{i}(j<i<k)$, then $\mathrm{qn}(G):=2$. Compute the set $\mathrm{VO}\left(B_{k}\right)$ of vertexorderings for 1-queue layouts of $B_{k}$ that are consistent with a vertex-ordering in $\mathrm{VO}\left(x_{k}\right)$ if $k<p$. If $\mathrm{VO}\left(B_{k}\right)=\emptyset$, then $\mathrm{qn}(G):=2$. Otherwise, iterate the next manipulations for $j<t<k$ in a dynamic programing approach while $\mathrm{qn}(G) \neq 2$.

1. Compute the set $\mathrm{VO}\left(B_{t}\right)$ of vertex-orderings for 1queue layouts of $B_{t}$ that are consistent with a vertexordering in $\mathrm{VO}\left(B_{t+1}\right)$.
2. If $\mathrm{VO}\left(B_{t}\right)=\emptyset$, then $\mathrm{qn}(G):=2$.

Let ( $B_{i+1}, x_{i+1}, \ldots, x_{j-1}, B_{j}$ ), where $i<j$, be the path corresponding to a path-component $P_{C}$ which precedes ( $B_{j+1}, x_{j+1}, \ldots, x_{k-1}, B_{k}$ ). If there exists a leaf-block containing $x_{\ell}(i<\ell<j)$ which is not a fan graph whose center vertex is $x_{\ell}$, then $\mathrm{qn}(G):=2$. Let $G\left[x_{j}\right]$ denote the graph obtained from the subgraph induced by the closed neighborhood of $x_{j}$ in $G$ by deleting a leaf. Compute the set $\mathrm{VO}\left(x_{j}\right)$ of vertex-orderings for 1-queue layouts of $G\left[x_{j}\right]$ that are consistent with a vertex-ordering in $\mathrm{VO}\left(B_{j+1}\right)$. By using Lemmas 16 and 17, we can check whether $P_{C}$ can be laid out using one queue or not. Here, we regard $G\left[x_{j}\right]$ as a two-sided toppling (respectively, one-sided) extended fan graph if for any vertex-ordering in $\mathrm{VO}\left(x_{j}\right), G\left[x_{j}\right]$ has a lefttoppling triangle (respectively, $G\left[x_{j}\right]$ has an upright triangle, and there exists a vertex-ordering in $\mathrm{VO}\left(x_{j}\right)$ such that
$G\left[x_{j}\right]$ has no left-toppling triangle). This part of checking the queue-number of a path-component can be represented by a finite automaton. If there exists a 1 -queue layout of $P_{C}$, then we set $\mathrm{VO}\left(x_{i}\right)$ as the set of vertex-orderings for 1queue layouts of $G\left[x_{i}\right]$ which are consistent with a 1-queue layout of $P_{C}$.

Our algorithm can also be applied to a triangulated cactus $G$ such that the graph obtained from $G$ by deleting all the leaves is a proper triangulated cactus.
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# Simple strategies versus optimal schedules in multi-agent patrolling 
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#### Abstract

Suppose that we want to patrol a fence (line segment) using $k$ mobile agents with given speeds $v_{1}, \ldots, v_{k}$ so that every point on the fence is visited by an agent at least once in every unit time period. A simple strategy where the $i$ th agent moves back and forth in a segment of length $v_{i} / 2$ patrols the length $\left(v_{1}+\cdots+v_{k}\right) / 2$, but it has been shown recently that this is not always optimal. Thus a natural question is to determine the smallest $c$ such that a fence of length $c\left(v_{1}+\cdots+v_{k}\right) / 2$ cannot be patrolled. We give an example showing $c \geq 4 / 3$ (and conjecture that this is the best possible).

We also consider a variant of this problem where we want to patrol a circle and the agents can move only clockwise. We can patrol a circle of perimeter $r v_{r}$ by a simple strategy where the $r$ fastest agents move at the same speed. We give an example where we can achieve the perimeter of $1.05 \max _{r} r v_{r}$ (and conjecture that this constant can be arbitrary big).

We propose another variant where we want to patrol a single point under the constraint that each agent $i=1, \ldots, k$ can visit the point only at a predefined interval of $a_{i}$ or longer. This problem can be reduced to the discretized version where the $a_{i}$ are integers and the goal is to visit the point at every integer time. It is easy to see that this discretized patrolling is impossible if $1 / a_{1}+\cdots+1 / a_{k}<1$, and that there is a simple strategy if $1 / a_{1}+\cdots+1 / a_{k} \geq 2$. Thus we are interested in the smallest $c$ such that patrolling is always possible if $1 / a_{1}+\cdots+1 / a_{k} \geq c$. We prove that $\alpha \leq c<1.546$, where $\alpha=1.264 \ldots$ (and conjecture that $c=\alpha$ ). We also discuss the computational complexity of related problems.


## 1 Introduction

In patrolling problems, a set of mobile agents are deployed in order to protect or supervise a given area, and the goal is to leave no point unattended for a long period of time. Besides being a well-studied task in robotics and distributed algorithms, patrolling raises interesting theoretical questions [4]. Recent studies $[2,6,3]$ have shown that finding an optimal strategy is not at all straightforward, even when the terrain to be patrolled is as simple as it could be. We continue this line of research in three basic settings:

[^16]patrolling a line segment, a circle, and a point. We will be particularly interested in the ratio by which the best schedule could outperform the simple strategy for each problem.

### 1.1 Fence patrolling

In 2011, Czyzowicz et al. [2] proposed the following problem:

Fence Patrolling Problem. We want to patrol a fence (line segment) using $k$ mobile agents. We are given the speed limits of the agents $v_{1}, \ldots, v_{k}$ and the idle time $T>0$. For each point $x$ on the fence and time $t \in \mathbb{R}$, there must be an agent who visits the point $x$ during the interval $[t, t+T)$. How long can the fence be?

Formally, a fence is an interval $[0, L]$, and a schedule is a $k$-tuple $\left(a_{1}, \ldots, a_{k}\right)$ of functions, where each $a_{i}: \mathbb{R} \rightarrow \mathbb{R}$ satisfies $\left|a_{i}(s)-a_{i}(t)\right| \leq v_{i} \cdot|s-t|$ for all $s$, $t \in \mathbb{R}$. It patrols the fence with idle time $T$ if for any time $t \in \mathbb{R}$ and any location $x \in[0, L]$, there are an agent $i$ and a time $t^{\prime} \in[t, t+T)$ such that $a_{i}\left(t^{\prime}\right)=x$.

Note that if we can patrol a fence of length $L$ with idle time $T$, we can patrol a fence of length $\alpha L$ with idle time $\alpha T$ by scaling, for any $\alpha>0$. Thus, we are only interested in the ratio of $L$ and $T$. Unless stated otherwise, we fix the idle time to $T=1$.

We also note that in previous work $[2,6]$, a schedule was defined as functions on the halfline $[0,+\infty)$ (instead of $\mathbb{R}$ ) and the requirement for patrolling was that each location be visited in every length- $T$ time interval contained in this halfline. Our slight deviation from this definition is justified in Section 2 of the full version [7].

Czyzowicz et al. [2] discussed the following simple strategy that patrols a fence of length $\left(v_{1}+\cdots+v_{k}\right) / 2$ (with idle time 1), and proved that no schedule can patrol more than twice as long a fence as this strategy:

Partition-based strategy. Divide the fence into $k$ segments, the $i$ th of which has length $v_{i} / 2$. The agent $i$ moves back and forth in the $i$ th segment.

They conjectured that this gives the optimal schedule. However, Kawamura and Kobayashi [6] exhibited a setting of speed limits $v_{1}, \ldots, v_{k}$ and a schedule that patrols a fence slightly longer than the partitionbased strategy. Thus, the following natural question arises: what is the biggest ratio between the optimal
schedule and partition-based strategy? Formally, we want to determine the smallest constant $c$ such that no schedule can patrol a fence that is $c$ times as long as the partition-based strategy does.

Czyzowicz et al.'s result [2] says that $1 \leq c \leq 2$, and their conjecture was that $c=1$. Kawamura and Kobayashi's example shows that $c \geq 42 / 41$. Later this lower bound was improved to $25 / 24$ [1, 3]. In Section 2, we will further improve the lower bound to $4 / 3$. We conjecture that $c=4 / 3$.

### 1.2 Unidirectional circle patrolling

In Section 3, we will discuss another problem proposed by Czyzowicz et al. [2]:

Unidirectional Circle Patrolling Problem. We want to patrol a circle using $k$ mobile agents. We are given the speed limits $v_{1}, \ldots, v_{k}$ of the agents. For each point $x$ on the circle and time $t \in \mathbb{R}$, there must be an agent who visits the point $x$ during the interval $[t, t+1)$. Each agent $i$ is allowed to move along the circle in clockwise direction with arbitrary speed between 0 and its speed limit $v_{i}$, but it is not allowed to move in the opposite direction. How long can the perimeter of the circle be?

They conjectured that the following strategy is optimal:

Runners strategy. Without loss of generality, we can assume that $v_{1} \geq \cdots \geq v_{k}$. If all the fastest $r$ agents move at constant speed $v_{r}$ and placed equidistantly, we can patrol a perimeter of length $r v_{r}$. By choosing the optimal $r$, we can achieve the perimeter $\max _{r} r v_{r}$.

However, Dumitrescu et al. [3] constructed an example where this strategy is not optimal. We conjecture that this is not even a constant-ratio approximation strategy. Formally, we conjecture that for any constant $c$, there exist $v_{1}, \ldots, v_{k}$ such that we can patrol a perimeter of $c \max _{r} r v_{r}$. We will define a problem that is equivalent to this conjecture. Also, we will prove that this is true for $c=1.05$.

### 1.3 Point patrolling

In Section 4, we propose a new problem that we call Point Patrolling Problem. In a sense, this is a simplification of the Fence Patrolling Problem. In this problem, agents patrol a single point instead of a fence. In this case, it is natural to set a lower bound on the intervals between two consecutive visits by an agent instead of restricting its speed. Formally, we study the following problem:

Point Patrolling Problem. We want to patrol a point using $k$ mobile agents. We are given the lower
bounds $a_{1}, \ldots, a_{k}$ on the intervals between two consecutive visits of the agents. A schedule is a $k$-tuple of sets $S_{1}, \ldots, S_{k} \subseteq \mathbb{R}$, where $S_{i}$ means the set of times at which the $i$ th agent visits the point. Thus, if $t_{1}$ and $t_{2}$ are two distinct elements of $S_{i}$, they must satisfy $\left|t_{1}-t_{2}\right| \geq a_{i}$. This schedule patrols the point with idle time $T$ if for any time $t \in \mathbb{R}$, there are an agent $i$ and a time $t^{\prime} \in[t, t+T)$ such that $t^{\prime} \in S_{i}$. How small can the idle time be?

It turns out that this problem can be reduced to a decision problem that asks whether it is possible to visit the point at each integer time under the constraint that each agent $i=1, \ldots, k$ can visit the point only at a predefined interval of at least $a_{i} \in \mathbb{N}$. We will see the relation between the amount $1 / a_{1}+\cdots+1 / a_{k}$ and this problem.

In Section 5, we will analyze the complexity of this discretized problem.

## 2 A schedule patrolling a long fence

The following theorem says that for any $c<4 / 3$, there exists a schedule that patrols a fence $c$ times as long as the partition-based strategy. This improves the same claim for $c<25 / 24$ established previously [1, 3].

Theorem 1. For any $c<4 / 3$, there are settings of speed limits $v_{1}, \ldots, v_{k}$ and a schedule that patrols a fence of length $c\left(v_{1}+\cdots+v_{k}\right) / 2$ (with idle time 1 ).

Proof. We construct, for any positive integers $n$ and $L$, a schedule that patrols a fence of length $L$ with idle time 1 using $n+L-1$ agents with speed 1 and $n L$ agents with speed $1 /(2 n-1)$. Note that with the partition-based strategy, the same set of agents would patrol (with idle time 1) a fence of length $\frac{1}{2}(n+$ $L-1+n L /(2 n-1))$. The ratio between $L$ and this approaches $4 / 3$ when $1 \ll n \ll L$, and hence we have the theorem. The schedule that proves our claim is as follows (Figure 1):

- Each of the $n+L-1$ agents $A_{i}(-n<i<$ $L$ ) with speed 1 visits the locations $i$ and $i+$ $n-1 / 2$ alternately (at its maximal speed); it is at location $i$ at time 0 . (This means that some agents occasionally step out of the fence $[0, L]$; to avoid this, we could simply modify the schedule so that they stay at the end of the fence for a while.)
- Each of the $n L$ agents $B_{i, j}(0 \leq i<L, 0 \leq j<n)$ with speed $1 /(2 n-1)$ visits the locations $i+1 / 2$ and $i+1$ alternately (at its maximal speed); it is at location $i+1 / 2$ at time $j+1 / 2$.

It can be verified that this schedule patrols the fence (see the full version [7]).


Figure 1: The strategy in the proof of Theorem 1 when $n=3$ and $L=8$. The trajectories of the agents are the thick solid lines, and the regions they cover (the points that have been visited during the past unit time, see appendix) are shown shaded. The $n+L-1$ faster agents $A_{-n+1}, \ldots, A_{L-1}$ (left) move back and forth with period $2 n-1$, but leave some triangular regions (dotted) uncovered. These regions are covered by the $n L$ slow agents $B_{0,0}, \ldots, B_{n-1, L-1}$ (right; scaled up horizontally for clarity).

We conjecture that this constant $4 / 3$ is the best possible. That is,

Conjecture 2. No schedule can patrol a fence that is more than $4 / 3$ times as long as the partition-based strategy.

## 3 Circle patrolling

We start by defining $(c, k)$-sequences, whose existence is closely related to the Circle Patrolling Problem as we will show in Lemma 3.

For a real number $c>1$ and a positive integer $k$, a $(c, k)$-sequence is a $k$-tuple of sets $S_{1}, \ldots, S_{k} \subseteq \mathbb{R}$ with $S_{1} \cup \cdots \cup S_{k}=\mathbb{R}$ such that for each $i$,

1. the set $S_{i}$ is a union of non-overlapping intervals $S_{i}=\bigcup_{j \in \mathbb{Z}}\left[a_{i, j}, b_{i, j}\right] ;$
2. the length of each interval in $S_{i}$ is at most $1 /(c i-$ $1)$, i.e., $b_{i, j}-a_{i, j} \leq 1 /(c i-1)$;
3. the distance between two consecutive intervals in $S_{i}$ is exactly 1, i.e., $a_{i, j+1}-b_{i, j}=1$.

See the full version [7] for a proof of the following lemma.

## Lemma 3. Let $c>1$.

1. If $k$ agents with speed limits $1,1 / 2, \ldots, 1 / k$ can patrol a circle of perimeter $c$, then there is $a(c, k)$-sequence.
2. If there is a $(c, k)$-sequence, then $k$ agents with speed limits $1,1 / 2, \ldots, 1 / k$ can patrol a circle of perimeter $c / 2$.

In particular, the runners strategy for circle patrolling is not a constant-ratio approximation strategy if and only if for any constant $c$, there exists $k$ such that a $(c, k)$-sequence exists.

Using a computer program, we have found a $(2.1,122)$ (see the full version [7] for details). Thus,

Theorem 4. There exist $v_{1}, \ldots, v_{k}$ and a schedule that patrols a circle with perimeter $1.05 \max _{r} r v_{r}$.

We conjecture that for any constant $c$, there exist an integer $k$ and a ( $c, k$ )-sequence. Equivalently,

Conjecture 5. The runners strategy does not have a constant approximation ratio. Formally, for any constant $c$, there exist $v_{1}, \ldots, v_{k}$ and a schedule that patrols a circle with perimeter $c \max _{r} r v_{r}$.

## 4 Point patrolling

In this section, we will discuss Point Patrolling Problem. First, we observe that this problem can be reduced to a problem in which time is also discrete. Consider a decision version of this problem. That is, you are given $T$, and you need to decide whether the idle time can be at most $T$. We can reduce the original problem to this decision problem by binary search. This decision problem can be discretized in the following way:

Discretized Point Patrolling Problem. There are $k$ agents and they want to patrol a point. We are given positive integers $a_{1}, \ldots, a_{k}$. The interval between two consecutive visits by the $i$ th agent must be at least $a_{i}$. A schedule is called good if at each integer time
the point is visited by at least one agent. Determine whether there exists a good schedule.

For simplicity, we call $\left(a_{1}, \ldots, a_{k}\right)$ good if there exists a good strategy in Discretized Point Patrolling Problem, and otherwise call it bad. It is not hard to see the following.

Theorem 6. Agents with intervals $\left(a_{1}, \ldots, a_{k}\right)$ can achieve the idle time of $T$ for the (non-discretized) Point Patrolling Problem if and only if $\left(\left\lceil a_{1} / T\right\rceil, \ldots\right.$, $\left.\left\lceil a_{k} / T\right\rceil\right)$ is good.

For the rest of this section, we will be interested in sufficient conditions for $\left(a_{1}, \ldots, a_{k}\right)$ to be good or bad.
Theorem 7. If $\sum_{i=1}^{k} 1 / a_{i}<1,\left(a_{1}, \ldots, a_{k}\right)$ is bad.
Proof. Let $M$ be a sufficiently big integer. Out of any consecutive $M$ integer times, the $i$ th agent can visit the point at most $\left\lceil M / a_{i}\right\rceil$ times. If $\left(a_{1}, \ldots, a_{k}\right)$ is good, the sum of $\left\lceil M / a_{i}\right\rceil$ must be at least $M$, but this contradicts $\sum_{i=1}^{k} 1 / a_{i}<1$ when $M$ is sufficiently big.

On the other hand, the following gives a sufficient condition for $\left(a_{1}, \ldots, a_{k}\right)$ to be good when $a_{1}, \ldots, a_{k}$ are powers of 2 :
Lemma 8. If $\sum_{i=1}^{k} 1 / 2^{b_{i}} \geq 1,\left(2^{b_{1}}, \ldots, 2^{b_{k}}\right)$ is good.
Proof. We prove the lemma by induction on $k$. Since $\sum_{i=1}^{k} 1 / 2^{b_{i}} \geq 1$, at least one of the following conditions hold:

- For some $i, b_{i}=0$. In this case, $\left(2^{b_{1}}, \ldots, 2^{b_{k}}\right)$ is obviously good.
- There exist distinct $i, j$ such that $b_{i}=b_{j}=t$. Let $S$ be a set of integers. If an agent with interval $2 d$ can visit the point at all elements in $S$, there exists a schedule of two agents with intervals $d$ such that for each element in $S$, at least one agent visits the point. Thus, we can replace two agents with intervals $2^{t}$ with an agent with interval $2^{t-1}$. This replacement doesn't change the inverse sum of intervals, and by the assumption of the induction $\left(2^{b_{1}}, \ldots, 2^{b_{k}}\right)$ is good.

These two lemmas give a polynomial-time 2approximation algorithm for the (non-discretized) Point Patrolling Problem.

In the rest of this section, we focus on the relation between Discretized Point Patrolling Problem and the amount $\sum_{i=1}^{k} 1 / a_{i}$.

Theorem 9. If $\sum_{i=1}^{k} 1 / a_{i} \geq 2,\left(a_{1}, \ldots, a_{k}\right)$ is good.
Proof. Let $b_{i}$ be an integer that satisfies $a_{i} \leq 2^{b_{i}}<$ $2 a_{i}$. Since $\sum_{i=1}^{k} \frac{1}{2^{b_{i}}} \geq \sum_{i=1}^{k} \frac{1}{2 a_{i}} \geq 1$, by lemma 8 , $\left(2^{b_{1}}, \ldots, 2^{b_{k}}\right)$ is good. Therefore, $\left(a_{1}, \ldots, a_{k}\right)$ is also good.

This constant 2 can be improved, as shown the following theorem (see the full version [7] for a proof).
Theorem 10. If $\sum_{i=1}^{k} 1 / a_{i}>1.546,\left(a_{1}, \ldots, a_{k}\right)$ is good.

On the other hand, the constant cannot be smaller than $\sum_{i=0}^{\infty} 1 /\left(2^{i}+1\right)=1.264 \ldots$ (again, see the full version [7] for a proof):
Theorem 11. $\left(2,3,5, \ldots, 2^{k}+1\right)$ is bad.
We suspect that this cannot be improved:
Conjecture 12. Let $\alpha:=\sum_{0}^{\infty} 1 /\left(2^{i}+1\right) \approx 1.264$. If $\sum_{i=1}^{k} 1 / a_{i}>\alpha,\left(a_{1}, \ldots, a_{k}\right)$ is good.

## 5 Complexity of problems related to point patrolling

We have discussed approximation algorithms for patrolling problems. This is because patrolling problems look unsolvable in polynomial time. In this section, we will try to justify this intuition. Ideally, we should prove NP hardness of patrolling problems, but we failed to prove that. Instead, we prove NPcompleteness of some problems related to Discretized Point Patrolling Problem in the full version [7].
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# Continuous Geometric Algorithms for Robot Swarms with Multiple Leaders 
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#### Abstract

We consider the problem of building a dynamic and robust network between mobile terminals with the help of a large swarm of robots in the continuous Euclidean plane. Individually, the robots have limited capabilities, both in terms of global information and computation. We propose a set of local continuous algorithms that together produce a generalization of a Euclidean Steiner tree. At any stage, the resulting overall shape achieves a good compromise between local thickness, global connectivity, and flexibility to further continuous motion of the terminals.


## 1 Introduction

Robot navigation is one of the classical application areas for computational geometry. How can we gather the geometric information that is necessary for orienting ourselves in a known or unknown environment? How can we carry out geometric computations efficiently, and how can we optimize specific objectives? Without a doubt, the close interaction between theory and practice for these challenges has motivated major progress, both in robotics and in computational geometry. Even without a specific focus on robotics, a relatively new area of algorithmics has arisen from considering not just a single active agent, but a whole group or even swarm. Swarm robotics combines classical robotics with distributed algorithms and many aspects of wireless sensor networks.

Traditionally, computational geometry has focused on discrete algorithms. In this paper, we demonstrate that a more continuous (not event-based) approach is able to lead to interesting and non-trivial geometric algorithms. In particular, we consider a large swarm of mobile robots with very simple individual capabilities. Motion is continuous, as is interaction and response between different robots.

The challenge is to combine two fundamentally opposite objectives: How can we develop local selfstabilizing mechanisms that allow the swarm to stay locally well connected, even when being pulled apart by several distant and mobile sites?

[^17]Michael Hemmer* Dominik Krupke*



Figure 1: A robust robot swarm emulating a Steiner tree between five diverging leader robots.

Related Work. Even in a centralized and static setting with full information, we have to deal with the well-known NP-hard problem of finding a good Steiner tree [3]. There is a large body of work on geometric swarm behavior; for lack of space, we only mention Chazelle [1] for flocking behavior, and Fekete et al. [2, 5] for geometric algorithms for static sensor networks. As far as we know, only Hamann and Wörn [4] have explicitly considered the construction of Steiner Trees by a robot swarm. For static terminals, they start with an exploratory network; as soon as all terminals are connected, only best paths are kept and locally optimized. More specific references are given in Section 3.1, where they are used as building blocks.

This Paper. We propose a set of local, selfstabilizing algorithms that maintain a dynamic and robust network between leader robots. The algorithms ensure that the swarm adopts the directions of multiple leaders, while preserving a uniform thickness along the edges of the Steiner tree. We demonstrate the usefulness of this approach by simulations with a swarm of 400 robots, five leaders and various failure rates.

## 2 Preliminaries

For a finite set of robots $\mathcal{R}$ with an externally controlled subset of leader robots $\mathcal{L} \subsetneq \mathcal{R},|\mathcal{L}| \ll|\mathcal{R}|$, we want the remaining robots $\mathcal{R} \backslash \mathcal{L}$ to maintain a dynamic and robust network that keeps the swarm connected, even in the presence of random robot failures and arbitrary leader movements. Thus, the over-
all shape of the swarm should form a "thick" Steiner tree among the leaders with the robots $\mathcal{R} \backslash \mathcal{L}$ evenly distributed along the edges, as shown in Figure 1.

Robots have the shape of circles; two of them are connected when within a maximum distance and with an unobstructed line of sight. Robots know the relative positions and orientations of their neighbors and can communicate asynchronously. Each robot has a unique ID; leader IDs are known by all others. Robot's translations and rotations are limited in velocity and acceleration. Communication is possible by broadcasting to immediate neighbors.

The perception of all robots is local; however, due to the known position and orientation difference, each robot can transform vectors of its neighbors to its own coordinate system. We avoid multi-hop transformations to keep errors small.

## 3 Algorithm

The proposed approach consists of a set of local selfstabilizing mechanisms that either detect a condition or induce a force. The weighted sum of the induced forces determines the robot motion; input for the local mechanisms of the local state and environment of the robot, output is a value for current robot motion. In principle, these mechanisms are continuous. (Our implementation described later updates at 60 Hz .)

We first discuss the base behavior of the robots in Section 3.1, inducing an almost convex swarm shape. This is subsequently improved by leader forces, stability improvement and thickness contraction.

### 3.1 Base Behavior

Our base behavior consists of three components that result in a swarm shape of a droplet. (i) The flocking algorithm of Olfati-Saber [8] considers regular distribution and movement consensus. The algorithm is a stateless equation based on potential fields and is proven to converge. It uses three rules: Attraction to neighbors, repulsion from too close neighbors, and adaption to the velocity of neighbors. We slightly modified the algorithm for better response to additional forces. (ii) An extended version of the boundary detection algorithm of McLurkin and Demaine [7], which determines if a robot lies on the boundary and also identifies small holes ${ }^{1}$ by using the average angle. (iii) The boundary tension of Lee and McLurkin [6], which straightens and minimizes the boundary of the swarm. This is done by simply pushing boundary robots to the middle of its two boundary neighbors.

[^18]However, the base behavior without any other forces results in at most convex shapes before losing connectivity. The figure to the right depicts a
 situation in which the swarm is just about to lose connectivity. For stronger control and more variable shapes, leader forces are introduced.

### 3.2 Leader Forces

A single leader constitutes the simplest form of swarm control. In this case the swarm motion is determined by the leader's velocity. With multiple (possibly antagonistic) leaders, the swarm is not just steered, but may be stretched to the limit until connectivity is lost. Therefore, each robot needs to find an appropriate balance between the influence of different leaders. See top of Figure 2 for an illustration.


Figure 2: (Top) A one-dimensional scenario with two leaders (red) moving in opposite directions. (Bottom) With increasing distance to the leader, the effect shifts from velocity matching to leader pursuit.

There are two ways of following a leader: either by matching its velocity or by moving towards it. Velocity matching preserves the overall shape of the swarm, but fails with multiple leaders. In addition, there are accumulated losses in accuracy with each hop because the velocity information needs to be passed between robots with noisy sensors. On the other hand, moving towards the leader causes a deformation of the swarm and can also be used to control its shape when multiple leaders are used. However, regions close to the leaders suffer from "compression". We therefore combine both methods by a smooth transition between velocity matching close to the leaders and leader pursuit when further away; see bottom of Figure 2.

In order to achieve the combination of movement with the leader and towards the leader, three public variables are used for each leader. The leader distance is the minimum hop count to the leader. Let $\operatorname{pred}(r)$ be the predecessor in a minimum-hop tree to the leader, which can be the leader itself. The leader velocity is the one of $\operatorname{pred}(r)$ for a non-leader, and the robot's own velocity for the leader. The leader direction is a normalized direction vector calculated incrementally from the direction to $\operatorname{pred}(r)$ as follows: Each robot takes the leader direction of its $\operatorname{pred}(r)$ and merges it with the normalized direction


Figure 3: (Left) The basic swarm with leader forces added. (Right) Swarm with stability improvement. Lower swarms are scaled down for better visibility.
to $\operatorname{pred}(r)$. If $\operatorname{pred}(r)$ is the leader, only the normalized direction to it is used. For computing the leader force, the leader direction is scaled to the length of the leader velocity and then combined with a leader distance-sensitive weighting.

For $\ell \in \mathcal{L}$, let $c_{\ell}: \mathcal{R} \rightarrow \mathbb{R}^{2}$ be the force on a specific robot and let $d_{\ell}: \mathcal{R} \rightarrow \mathbb{N}$ be its distance to $\ell$. The leader forces on robot $r$ are combined as follows:

$$
\sum_{\ell \in \mathcal{L}} c_{\ell}(r) \frac{d_{\ell}(r)^{-1}}{\sum_{\ell^{\prime} \in \mathcal{L}} d_{\ell^{\prime}}(r)^{-1}}
$$

Additionally we provide leaders with too few neighbors with an attraction force, so they do not lose connection to the swarm. This attraction spreads over some distance, but decreases exponentially.

### 3.3 Stability Improvement

Near Steiner points, connections along concave swarm boundaries may be stretched by boundary forces. When the involved edges approach the upper bound for communication, connections may be disrupted, to the point where the swarm loses connectivity. By adding a thickness-dependent compression force, we reduce neighbor distances without influencing the Steiner-tree shape of the swarm; in effect, this works similar to compression stockings. In the following, we give a heuristic for thickness computation and compression. In order to let the flocking algorithm handle this compression without destroying the regular distribution, we sketch a density distribution heuristic later in this Section. A comparison of a swarm with and without the stability improvement can be seen in Figure 3.

Thickness Contraction. We define the local thickness at a robot as the radius of the largest hop circle


Figure 4: Thickness determination $(b(r) / t(r) / h(r))$ for a limb part. The red edges fulfill the Gabriel graph condition. A largest hop circle is marked in blue.
containing it. A hop circle of radius $h$ with robot $c$ as circle center is the set of all robots with a hop count $\leq h$ to $c$; only robots with distance equal to $h$ may be on the boundary. An example is highlighted in blue in Figure 4.

The relationship between geometric thickness and boundary hop distance may be distorted by long connections that skip over robots. This can be avoided by only considering edges that fulfill the edge condition of the Gabriel graph, meaning that no robot is allowed to be closer to the midpoint of an edge than the robots connected by it. We denote the corresponding reduced neighborhood of a robot $r$ as $N_{r}^{\prime}$.

The following method is a simplified implementation of the thickness metric above, which performed well enough in simulation. It gets by with only three public variables; all circles with its center within a larger circle are ignored.

For this heuristic evaluation of the thickness $t(r)$ of a robot $r$, we need the hop distance $b(r)$ from the boundary and the circle center distance $h(r)$. Computing the hop distance to the boundary for each robot can easily be achieved by setting $b(r)$ to 0 for all robots on the boundary, while all others take the minimum of their neighbors plus one, as follows

$$
b(r)= \begin{cases}0 & r \text { on boundary } \\ \min \left\{b(n)+1 \mid n \in N_{r}^{\prime}\right\} & \text { else }\end{cases}
$$

Small holes, that occur frequently but also vanish quickly, are excluded from the boundary, otherwise the value can become too instable. The thickness $t(r)$ is determined as the maximum $b(r)$ within some range $h(r)$, as follows.
$t(r):=\max \left\{\{b(r)\} \cup\left\{t(n) \mid n \in N_{r}^{\prime} \wedge t(n)+\lambda \geq h(n)\right\}\right\}$,
where $\lambda \in \mathbb{N}$ is a small constant (e.g. $\lambda=2$ ) that tackles the problem of irregular boundaries. If $r$ is a circle center $(t(r)=b(r))$, then the circle center distance $h(r)$ is 0 . Otherwise,

$$
h(r):=\min \left\{h(n)+1 \mid n \in N_{r}^{\prime} \wedge t(n)=t(r)\right\}
$$

Based on this thickness $t(r)$, the described compression force grows linearly with this $t(r)$. It acts only on robots of large boundaries, so that small holes are not prevented from closing.

Density. The local density of a robot refers to the number of neighbors in relation to its observable area. By introducing an attraction to low and repulsion from high local density neighbors, the overall swarm density is maintained at a specific homogeneous level. It is determined by dividing the number of neighbors by the roughly calculated observable area as depicted in the figure to the right. In order to avoid lumps, robots in collision range are weighted
 higher. For robots on the boundary the computation is a bit more involved. However, further details are omitted due to limited space.

Let $\rho\left(r^{\prime}\right)$ be the averaged local density of robot $r^{\prime}$, $\varrho$ the optimal density, and $N_{r}$ the neighbors of $r$, then the density distribution force for a robot $r$ is given by

$$
\sum_{n \in N_{r}} \bar{p}_{r}(n) * \phi(\rho(n)-\varrho) \text { with } \phi(x)=x^{3} /|x|
$$

where $\bar{p}_{r}: \mathcal{R} \rightarrow \mathbb{R}^{2}$ is the direction from robot $r$ to a neighbor with the length of the distance for $\rho(n) \leq \varrho$ and of range minus distance else. We do not apply this force to robots on the boundary.

## 4 Experiments

We validated our approach by conducting experiments with a set of five leaders stretching out a swarm of 400 robots until it disconnects. The performance is measured by the length of the minimal Steiner tree on disconnection (calculated by the Geosteiner software [9]), divided by the theoretically maximal possible length estimated by $\left|\mathcal{R}^{\prime}\right| *$ range, where $\mathcal{R}^{\prime}$ are the robots that did not fail yet. This would correspond to an optimal but extremely fragile Steiner tree in which any node failure disconnects the swarm. Thus, the best possible value of 1 is completely elusive.

For comparison we tested three configurations: BaSE-only the base behavior as discussed in Section 3.1; LEAD - the basic behavior enriched by leader forces as discussed in Section 3.2; All-the final configuration that also incorporates Density and Thickness Contraction as presented in Section 3.3.

The experiments were carried out with 60 iterations per simulated second, a robot diameter of 10 cm and a range of 1.2 m . The maximal robot velocity was set to $1 \mathrm{~ms}^{-1}$, but the leaders only moved by at most $0.25 \mathrm{~m} \mathrm{~s}^{-1}$ in order to give the swarm robots the opportunity to react. These parameters are chosen ar-

| Failure rate | BASE | LEAD | ALL |
| ---: | :---: | :---: | :---: |
| 0 | .07 .08 .09 | .25 .30 .34 | .28 .32 .35 |
| $5 \cdot 10^{-6}$ | .07 .08 .09 | .25 .28 .32 | .26 .29 .33 |
| $10^{-5}$ | .06 .08 .09 | .23 .28 .31 | .26 .30 .33 |
| $2 \cdot 10^{-5}$ | .07 .08 .09 | .22 .25 .29 | .26 .30 .33 |

Table 1: Relative Steiner tree sizes reached by first, second, and third quartiles. The failure rate is the probability of each robot to die in each step of the simulation.
bitrary but are oriented to the R-One swarm robots of the Rice University.

For each configuration there were 100 random trials on four different failure rates. The results in Table 1 show that leader forces already produce decent swarm behavior, with survivability four times higher than for the base forces. Without robot losses, it reaches around $30 \%$ of the length of the hypothetical optimum. With robot failures, the performance gets weaker with increasing failure probability. The variant with additional stability improvement is slightly better without failures, but is clearly more robust against robot losses.
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#### Abstract

We consider the problem of walking in an unknown street, for a robot that has a minimal sensing capability. The robot is equipped with a sensor that only detects the discontinuities in depth information (gaps) and can locate the target point as enters in its visibility region. We propose a randomized search strategy that generates a search path for the simple robot to reach the target $t$, starting from $s$. Even with such a limited capability, we prove that the expected distance traveled by the robot is at most a constant times longer than the shortest path to reach the target.


## 1 Introduction

Path planning is a basic problem to almost all scopes of computer science; such as computational geometry, online algorithms, robotics and artificial intelligence [10]. Especially, path planning in an unknown environment for which there is no geometric map of the scene is interesting in many real life cases. Robot sensors is the only tool for gathering information in an unknown street. Amount of the information achieved from the environment depends on the capability of the robot. Due to the importance of using simple robot, including low cost, less sensitive to failure, robust against sensing errors and noise, many types of path planning for simple robot have been studied $[1,3,5]$.

In this paper, we consider the problem of walking a simple robot in an unknown street. A simple polygon $P$ with two separated vertices $s$ and $t$ is called a street if the left boundary chain $L_{\text {chain }}$ and the right boundary chain $R_{\text {chain }}$ constructed on the polygon from $s$ to $t$ are mutually weakly visible. In other words each point on the left chain can see at least one point on the right chain and vice versa [8], see Figure 1.

A point robot which its sensor has a minimal capability that can only detect discontinuities in depth information (gaps) and the target point $t$, starts searching the street. The robot can locate the target as soon as it enters in its visibility region. Also, the robot cannot measure any angles or distances or infer its position, see Figure 1. The goal is to reach the target $t$ using the information gathered through its sensor,

[^19]

Figure 1: (a) A street polygon. The colored region is the visibility polygon of the point robot $q$ in the street. (b) The position of discontinuities in the depth information (gaps) reported by the sensor.
starting from $s$ such that the traveled path by the robot is as short as possible.

In order to evaluate the efficiency of a search strategy for the robot, we use the notation of the competitive analysis. The competitive analysis for a strategy that leads the robot is the ratio of the distance traversed by the robot over the shortest distance from $s$ to $t$, in the worst case. In previous research, Tabatabaei and Ghodsi gave a deterministic algorithm for the simple robot to reach the target $t$ in the street, starting from $s$ with the competitive ratio of 11 . Also they showed that 9 is a lower bound for the competitive ratio of each deterministic algorithm [13, 14]

In this paper, we present a randomized strategy for the simple robot to walk in the street. We show that the worst case ratio of the expected distances traveled by the robot to the shortest path form $s$ to $t$ is 6.59 which is almost twice as good as the competitive ratio of the deterministic algorithm.

Related Works: Klein proposed the first competitive algorithm for walking in streets problem for a robot that was equipped with a 360 degrees vision system [8]. Also, Icking et al. presented an optimal search strategy for the problem with the competitive factor of $\sqrt{2}[6]$.

The limited sensing model (gap sensor) that our robot is equipped with, in this research, was first introduced by Tovar et al. [16]. They offered Gap Navigation Tree (GNT) to maintain and update the gaps seen along a navigating path. Other researcher presented some strategies, using GNT, for exploring unknown environments [4, 9, 11]. An optimal search
strategy with minimum number of turns, for the simple robot equipped with the gap sensor, is presented in [15].

Another minimal sensing model was presented by Suri et al. [12]. They assumed that the simple robot can only sense the combinatorial (non-metric) properties of the environment. The robot can locate the vertices of the polygon in its visibility region, and can report if there is a polygonal edge between them. Despite of the minimal ability, they showed that the robot can accomplish many non-trivial tasks. Then, Disser et al. empowered the robot with a compass to solve the mapping problem in polygons with holes [2].

## 2 The Sensing Model and Known Properties

At the start point, the point robot reports a cyclically ordered of discontinuities in the depth information (gaps) in its visibility region. Each gap has a label of $L$ or $R$ which displays the direction of the part of the scene that is hidden behind the gap, see Figure 2. Also the robot carries a pebble to mark some location of the street. The robot can orient its heading to each gap and moves towards the gap in an arbitrary number of steps. Also the robot can move towards the pebble and the target as they enter in its visibility region. While the robot moves, combinatorial changes occur in the visibility region of the robot that they are called critical events. There are four types of critical events: appearances, disappearances, merges, and splits of gaps. Appearance and disappearance events occur when the robot crosses inflection rays. An appeared gap, during the movement, corresponds to a portion of the environment that was already visible, but now is not visible. such the gaps are called primitive gaps and the other gaps are non-primitive gaps. Merge and split events occur when the robot crosses bitangent complements, as illustrated in Figure 2.

Now, we express some primary properties of locations of gaps in the walking in streets problem, mostly from [14]. At each point of the search path, if the target is not visible, the robot reports a set of left and right gaps ( $l$-gap and $r$-gap for abbreviation). Let $g_{l}$ be the most advanced non-primitive left gap ( $l$-gap) and $g_{r}$ be the most advanced non-primitive right gap ( $r$-gap), see Figure 3. It is shown in [6, 14], while the target is not visible then it is hidden behind one of the two most advanced gaps. So, if there exist only one of the two gaps ( $g_{r}$ and $g_{l}$ ) then the goal is hidden behind of the gap. Thus, there is no ambiguity and the robot moves towards the gap, see Figure 3(a). When both of $g_{r}$ and $g_{l}$ exist, a funnel case arises. At each funnel case there are two convex chains in front of the robot: the left convex chain that lies on $L_{\text {chain }}$ of the street, and the right convex chain that lies on $R_{\text {chain }}$, see Figure 3(b). Following property is an important guideline for achieving the target.


Figure 2: The dynamically changes of the gaps as the robot walks towards a gap. The dark circle is the location of the robot, and squares and other circles denote primitive and non-primitive gaps respectively.
(a) Existing gaps at the start point. (b) A split event.
(c) A disappearance event. (d) An appearance event.
(e) Another split event. (f) A merge event.

Theorem 1 Shortest path from s to lies completely on the left convex chain, or on the right convex chain of the funnel, at each funnel case.

At each funnel case, the chain which contains the shortest path from $s$ to $t$ is called the exact chain of the funnel.

As the robot moves in the street, the critical events that change the structure of the robot's visibility region may dynamically change $g_{l}$ and $g_{r}$. Also, by the robot movement, a funnel case may end or a new funnel may start. We refer to the point, in which a funnel ends or a new funnel starts, a critical point of the funnel.

Obviously, if the robot moves towards the left/right most advanced gap, it traces the left/right convex chain.

The following events update the location of $g_{l}$ and $g_{r}$ as well as a funnel situation.

1. When the robot crosses a bitangent complement of $g_{r} / g_{l}$ and another $r$-gap $/ l$-gap, then $g_{r} / g_{l}$


Figure 3: $g_{r}$ and $g_{l}$ are the most advanced gaps at the start point $s . v_{r}$ and $v_{l}$ are the corresponding reflex vertices. (a) There is only one most advanced gap, at start point $s$. (b) Sequences of the most advanced gaps may occur, as the robot moves. The funnel situation which ends as soon as the robot reaches each of the critical points. Dotted chains, starting from $s$, are the two convex chains of the funnel.
splits and will be replaced by the $r$-gap/l-gap, (point 1 in Figure 3(b)).
2. When the robot crosses a bitangent complement of $g_{r} / g_{l}$ and an $l$-gap $/ r$-gap, then $g_{r} / g_{l}$ splits into two gaps. $g_{l} / g_{r}$ will be replaced by the $l$ -gap/r-gap, (point 1 in Figure 4). This point is a critical point in which a new funnel situation starts.
3. When the robot crosses over an inflection ray, each of $g_{l}$ or $g_{r}$ which is adjacent to the ray, disappears and is eliminated, (point 2 in Figure 4). This point is a critical point in which a funnel situation may end.

The critical points of chains have the following property.

Lemma 2 [14] The exact chain of the funnel can be specified as soon as the robot reaches a critical point of the funnel.

## 3 Algorithm

Now, we present the randomized strategy for searching the street, from $s$ to $t$. Since the target is constantly behind one of the most advanced gaps, during the searching, the location of them is maintained and dynamically updated. There are two cases at the start point:

- If only one of the two gaps ( $g_{r}$ and $g_{l}$ ) exists, then the goal is hidden behind the gap. Thus,
there is no ambiguity and the robot moves towards the gap until the target is achieved or a funnel situation arises, see Figure 3(a).
- If there is a funnel case, the robot puts a pebble to mark this point as origin. Since it is not sure that the target is behind which of $g_{r}$ or $g_{l}$, it chooses a uniform random variable from $\{0,1\}$. If the random variable is $1(0)$, at each stage $i \in\{0,1,2, \ldots\}$, the robot moves $2^{i}$ steps along the right (left) convex chain and returns to the origin, then moves $2^{i+1}$ steps along the left (right) convex chain. The robot repeats moving back and forth along the two convex chain until a critical point of the funnel is achieved. From Lemma 2, the robot can distinguish the exact chain. So, after achievement of the critical point, the robot comes back to the origin and picks the pebble up, and moves along the exact convex chain, see Figure 4. The robot continues to move along the exact chain until the target is achieved or a new funnel situation arises. Note that in a funnel case when the robot moves along a convex chain, the dynamically changes of $g_{l}$ and $g_{r}$ are maintained, as explained in the previous section. Furthermore, it has to maintain the comeback path $\left(R_{g}\right)$ to the origin. This path is constructed as follows:
- When the robot crosses over an inflection ray, a gap appears. If this gap hides the pebble, we refer to this gap as comeback gap $\left(R_{g}\right)$, see Figure 4.
- When $R_{g}$ merges with another gap, the comeback gap $\left(R_{g}\right)$ will be a child of the gap.


Figure 4: The dotted path is the robot search path. Point 1 is a critical point in which the robot distinguish the exact chain. $R_{g}$ maintains the comeback path.

### 3.1 Correctness and Analysis

Now, we show that our strategy generates a search path for the robot to reach the target $t$. Also, we show that the ratio of expected distance traversed by the robot to the shortest path distance from $s$ to $t$ is a constant number.
When the robot reports only one most advanced gaps, the robot moves towards the gap. So, its path coincides with the shortest path. When a funnel case arises, assume the two convex chains in front of the robot as a line. By our randomized strategy, the robot achieves the critical point of the exact chain. A similar argument, that proves the competitive ratio of the smart cow algorithm [7], can be used to show that expected distance traveled by the robot is 4.59 times as long as the shortest path distance to the point. After achievement of the critical point the robot returns to the origin to pick up the pebble and moves along the exact chain. Then the expected distances traversed by the robot to reach the critical point and picking up the pebble is at most 6.59 times as long as the shortest path.

The following theorem that is an immediate consequence of the above discussion is the main result of this paper.

Theorem 3 The randomized strategy generates a search path to achieve target $t$ in the street, starting from $s$, with a competitive ratio of 6.59.

## 4 Conclusion

In this paper we proposed a randomized search strategy for walking in streets problem for a point robot that has a minimal sensing capability. The robot can only detect the gaps in the environment and the target. Also the robot has access to a pebble as a marker. Our randomized search strategy generates a search path for the robot with a competitive ratio of 6.59. This competitive ratio is almost twice as good as the competitive ratio of the previous deterministic algorithm.
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#### Abstract

We prove that any triangulation of a surface different from the sphere and the projective plane admits an orientation of its 1 -skeleton without sinks such that every vertex has outdegree divisible by three. This confirms a conjecture of Barát and Thomassen (J. of Graph Theory (2006)) and is a step towards a generalization of Schnyder woods to higher genus surfaces.


## 1 Introduction

The notation and results we use for graphs and surfaces can be found in [9]. We start with some basic definitions:

A map (or 2-cell embedding) of a multigraph into a surface, is an embedding such that deleting the graph from the surface leaves a collection of open disks, called the faces of the map. A triangulation is a map of a simple graph (i.e. without loops or multiple edges) where every face is triangular (i.e. incident to three edges). A fundamental result in the topology of surfaces is that every surface admits a map. The (orientable) genus of a map on an orientable surface is $\frac{1}{2}(2-n+m-f)$ and the (non-orientable) genus of a map on a non-orientable surface is $2-n+m-f$, where $n, m, f$ denote the number of vertices, edges, and faces of the map, respectively. The Euler genus $k$ of a map is $2-n+m-f$, i.e., the non-orientable genus or twice the orientable genus. All the maps on a fixed surface have the same genus, which justifies to define the (Euler) genus of a surface as the (Euler) genus of any of the maps it admits. In [2] Barát and Thomassen conjectured the following:

Conjecture 1 Let $T$ be a triangulation of a surface of Euler genus $k \geq 2$. Then $T$ has an orientation of its edges such that each outdegree is at least 3, and divisible by 3 .

One easily computes that the number of edges $m$ of a triangulation $T$ of a surface of Euler genus $k$ is $3 n-6+$ $3 k$. So while triangulations of Euler genus less than 2 simply have too few edges to satisfy the conjecture, in [2] the conjecture is proved for the case $k=2$,

[^20]i.e., the torus and the Klein bottle. Moreover, they show that any triangulation $T$ of a surface has an orientation such that each outdegree is divisible by 3 , i.e, in order to prove the full conjecture they miss the property that there are no sinks.

Barát and Thomassen's conjecture was originally motivated in the context of claw-decompositions of graphs, since given an orientation with the claimed properties the outgoing edges of each vertex can be divided into claws (i.e. copies of $K_{1,3}$ ), such that every vertex is the center of at least one claw.

Another motivation for this conjecture is, that it can be seen as a step towards the generalization of planar Schnyder woods to higher genus surfaces. A Schnyder wood [10] of a planar triangulation is an orientation and a $\{0,1,2\}$-coloring of the inner edges satisfying the following local rule on every inner vertex $v$ : going counterclockwise around $v$ one successively crosses an outgoing 0 -arc, possibly some incoming 2 -arcs, an outgoing 1 -arc, possibly some incoming 0 -arcs, an outgoing 2 -arc, and possibly some incoming 1 -arcs until coming back to the outgoing 0 -arc.

Schnyder woods are one of the main tools in the area of planar graph representations and Graph Drawing. They provide a machinery to construct spaceefficient straight-line drawings [11, 6], representations by touching $T$ shapes [5], they yield a characterization of planar graphs via the dimension of their vertexedge incidence poset $[10,6]$, and are used to encode triangulations efficiently [3]. In particular, the local rule implies that every Schnyder wood gives an orientation of the inner edges such that every inner vertex has outdegree 3 and the outer vertices are sources with respect to inner edges. Indeed, this is a one-to-one correspondance between Schnyder woods and orientations of this kind.

When generalizing Schnyder woods to higher genus surfaces one has to choose which of the properties of planar Schnyder woods are desired to be carried over to the more general situation. Examples are: the efficient encoding of triangulations on arbitrary surfaces [4] and the relation to orthogonal surfaces and small grid drawings for toroidal triangulations [8], which lead to different definitions of generalized Schnyder woods. In [8], the generalized Schnyder woods indeed satisfy the local rule with respect to all edges and vertices of a toroidal triangulation and henceforth lead to orientations having outdegree 3 at every vertex. An interesting open problem is to
generalize the local rule to triangulations with higher Euler genus in such a way that for some vertices the sequence mentioned in the local rule occurs several times around the vertex. Here, the mere existence of such objects is an open question. Clearly, such a generalized Schnyder wood would yield an orientation as claimed by the conjecture. Thus, proving the conjecture of Barát and Thomassen is a first step into that direction. More towards generalizations of Schnyder woods can be found in [7]. A full version of the present paper is on the arXiv [1].

## 2 Preliminaries

A map $M$ on a surface $\mathbb{S}$ is characterized by a triple $(V(M), E(M), F(M))$, formed by the vertex, edge and face sets of $M$. In the following we will restrict to triangulations $T=(V(T), E(T), F(T))$, i.e. the pair $(V(T), E(T))$ is a simple embedded graph such that every face is incident to exactly three edges.

A submap $M^{\prime}$ of $T$, is a triplet $\left(V^{\prime}, E^{\prime}, F^{\prime}\right)$ where $V^{\prime} \subseteq V(T), E^{\prime} \subseteq E(T)$ and $F^{\prime} \subseteq F(T)$. Note that a submap is not necessarily a map. A submap $M^{\prime}=$ $\left(V^{\prime}, E^{\prime}, F^{\prime}\right)$ is closed if $u v \in E^{\prime}$ implies $\{u, v\} \subseteq V^{\prime}$ and if $f \in F^{\prime}$ implies $e \in E^{\prime}$ for any edge $e$ incident to $f$. The closure $\operatorname{cl}\left(M^{\prime}\right)$ of a submap $M^{\prime}($ of $T)$ is the smallest closed submap of $T$ containing $M^{\prime}$. The boundary $\partial M^{\prime}$ of a submap $M^{\prime}$ is the set of edges in $\operatorname{cl}\left(M^{\prime}\right)$ that are incident to at most one face in $M^{\prime}$.
In a submap $M^{\prime}$ of $T$ a (boundary) angle $\widehat{e_{0} v e_{t}}$ at vertex $v$ is an alternating sequence $\left(e_{0}, f_{1}, e_{1}, \ldots, f_{t}, e_{t}\right)$, for some $t \geq 1$, of edges and faces incident to $v$ (in $T$ ) and such that:

- the faces $f_{i}$ are mutually different, for $1 \leq i \leq t$,
- each face $f_{i}$, for $1 \leq i \leq t$, is incident to edges $e_{i-1}$ and $e_{i}$,
- both edges $e_{0}$ and $e_{t}$ belong to $\operatorname{cl}\left(M^{\prime}\right)$,
- but none of the remaining edges, $e_{i}$ for $0<i<t$, belong to $\operatorname{cl}\left(M^{\prime}\right)$, nor any faces $f_{i}$, for $0<i \leq t$.

In the following, a disk is a submap $M^{\prime}$ of $T$ if it is homeomorphic to an (open or closed) topological disk.

Given a triangulation $T$ and a set of vertices $X \subseteq$ $V(T)$, the induced submap $T[X]$ is the submap with vertex set $X$, edge set $\{u v \in E(T) \mid u \in X$ and $v \in$ $X\}$, and face set $\{u v w \in F(T) \mid u \in X, v \in$ $X$, and $w \in X\}$.

Given an induced submap $M^{\prime}=T[X]$ of a triangulation $T$, and any occurrence of an edge $a b$ in $\partial M^{\prime}$ (corresponding to angles $\hat{a}$ and $\hat{b}$ ) there exists a unique vertex $c$ such that there is a face $a b c$ in $T \backslash M^{\prime}$ that belongs to both angles $\hat{a}$ and $\hat{b}$. For any such vertex $c$ (and $a b \in \partial M^{\prime}$ ) we define the operation of stacking $c$ on $M^{\prime}$, as adding $c$ to $X$, i.e., going from
$M^{\prime}=T[X]$ to $M^{\prime \prime}=T[X+c]$. In such stacking, let $M^{\prime} \cap c l\left(M^{\prime \prime} \backslash M^{\prime}\right)$ be the neighborhood of $c$ in $M^{\prime}$. As $T$ is simple, note that this neighborhood is either a cycle or a union of paths, one of which with at least one edge (the edge allowing the stacking), and let us respectively call them the neighboring cycle and the neighboring paths of $c$ in $M^{\prime}$ (see Figure 1).


Figure 1: Different scenarios of stacking $c$ to $M^{\prime}$. Left: one neighboring path $P_{1}=(u, a, b, v, w)$. Middle: three neighboring paths $P_{1}=(u, a, b, v), P_{2}=(w, x)$, $P_{3}=(y)$. Right: A boundary cycle $C=(u, v, w, b, a)$.

## 3 Proof of Conjecture 1

Let us consider for contradiction a minimal counterexample $T$. We first provide an outline of the proof.

### 3.1 Outline

We first prove that one can partition the edges of the triangulation $T$ into the following graphs:

- The initial graph $I$, which is an induced submap containing a non-contractible cycle. Furthermore, $I$ contains an edge $e^{*}=\{u, v\}$ such that the map $I \backslash e^{*}$ is a disk $D$ whose underlying graph is a maximal outerplanar graph with only two degree two vertices, $u$ and $v$ (see Figure 2).


Figure 2: Example of a submap $I$.

- The correction graph $B$ (with blue edges in the figures), which is oriented acyclically in such a way that each vertex of $V(T) \backslash V(I)$ has outdegree 2 in $B$, while the other vertices have outdegree 0 ,
- The last correction path $G$ (with green edges in the figures), which is a $\{u, v\}$-path.
- The non-zero graph $R$ (with red edges in the figures), which is oriented in such a way that all vertices in $(V(T) \backslash V(G)) \cup\{u, v\}$ have out-degree at least 1 in $R$.

Due to space restrictions, the existence of the initial graph $I$ will not be proven here, we refer to [1] for a proof of this fact. In Section 3.2 we sketch the proof of the existence of the graphs $B, G$ and $R$ (with the mentioned orientations).

Finally, the edges of $I, B$ and $G$ are (re)oriented, to obtain the desired orientation. The orientation of edges in $R$ does not change, as they ensure that many vertices (all vertices of $T$ except the interior vertices of the path $G$ ) have non-zero outdegree. The $\{u, v\}$ path $G$ is either oriented from $u$ to $v$ or from $v$ to $u$, but this will be decided later. However in both cases its interior vertices are ensured to have nonzero outdegree. Hence all vertices are ensured to have non-zero outdegree and it remains to prove that they have outdegree divisible by 3 .

We start in Section 3.3 by reorienting the $B$-arcs in order to ensure that vertices of $V(T) \backslash V(I)$ have outdegree divisible by 3 (this is the same approach as the one used in [2]). In the last step, in Section 3.4, we choose the orientation of the $\{u, v\}$-path $G$, and we orient $I$ in order to achieve the desired orientation.

### 3.2 Existence of $B, G$, and $R$

We start from $I$ and we incrementally conquer the whole triangulation $T$ by stacking the vertices one by one (this is inspired by [4]). At each step, we will assign the newly explored edges to $B, G$ or $R$, and we will orient those assigned to $B$ or $R$. At each step the explored part is a submap of $T$ induced by some vertex set $X$. The explored part is hence the submap denoted $T[X]$ with boundary $\partial T[X]$. The unexplored part is the submap $T \backslash T[X]$, and it may consist of several components.

At a given step of this exploration, the graph $G$ may not be an $\{u, v\}$-path yet. In such a case, the graph $G$ will consist of two separate paths $G_{u}$ and $G_{v}$, respectively going from $u$ to $u^{\prime}$, and from $v$ to $v^{\prime}$, for some vertices $u^{\prime}$ and $v^{\prime}$ on $\partial T[X]$. Here the vertices $u^{\prime}$ and $v^{\prime}$ may respectively coincide with vertices $u$ and $v$, if $G_{u}$ or $G_{v}$ is a trivial path on just one vertex.

During the exploration we maintain the following invariants:
(I) The graphs $I, B, G$, and $R$ partition the edges of $T[X]$.
(II) All interior vertices of $T[X]$ have at least one outgoing $R$-arc, or two incident $G$-edges.
(III) The graph $B$ is acyclically oriented in such a way that the vertices of $I$ have outdegree 0 , while the other vertices of $T[X]$ have outdegree 2 .

Furthermore, to help us in properly finishing the construction of the graphs $B, G$ and $R$ in the further steps, we introduce the notion of requests on the angles of $\partial T[X]$. Informally, a $G$-request (resp. an $R$ request) for an angle $\hat{a}$ means that in a further step an edge inside this angle will be added in $G$ (resp. in $R$ and oriented from $a$ to the other end). Every angle has at most one request, and an angle having no request is called free.
(IV) Every vertex of $\left(\partial T[X] \backslash\left\{u^{\prime}, v^{\prime}\right\}\right) \cup\{u, v\}$ having (still) no outgoing $R$-arc, has an incident angle with an $R$-request.
(V) If $G$ is not a $\{u, v\}$-path (yet), $u^{\prime}$ and $v^{\prime}$, have one incident angle each, say $\hat{u}^{\prime}$ and $\hat{v}^{\prime}$, that are consecutive on $\partial T[X]$, and that have a $G$-request.
(VI) If there is an unexplored disk $D^{\prime}$, i.e. a component of the unexplored part that is a disk, then there are at least three free angles (of $\partial T[X]$ ) around $D^{\prime}$.

This exploration starts with $T[X]=I$. In this case as all the edges of $T[X]$ are in $I$ and as there are no interior vertices yet, (I), (II) and (III) are trivially satisfied. Since the Euler genus of $T$ is at least 2 there is no unexplored disk, hence (VI) is satisfied. Since $e^{*}=u v$ appears twice in $\partial T[X]$, the vertices $u, v$ appear twice consecutively in $\partial T[X]$. To achieve (V) and (IV), we assign requests to the vertices of $I$ as in Figure 3.


Figure 3: Assigning requests to $I$ in order to satisfy the invariants.

For the rest of the construction in each step we enlarge the explored map $T[X]$ by stacking a vertex $x$ carefully choosen to an edge $e \in \partial T[X]$. We then partition the edges incidents to $x$ into the different graphs $B, G$ and $R$ and update the requests of the vertices adjacent to $x$ in a way to satisfy the different invariants and the previous requests of the vertices. We show that this is always possible by studying all the possible configurations (see Figure 4 for an example where $x$ has only one neighboring path). All the others cases are omitted due to space restrictions.


Figure 4: Case where there is only one $G$-request (on $\hat{u}^{\prime}$ ) and where $\hat{p_{s}}$ has an $R$-request. The 3 subcases from left to right correspond to the cases where there is 0,1 and 2 free angles in the neighboring path respectively.

### 3.3 Reorienting $B$

Given a partial orientation $O$ of $T$ we define the $d e-$ mand of a vertex $v$ as $\operatorname{dem}_{O}(v):=-\delta_{\mid O}^{+}(v) \bmod 3$, where $\delta_{\mid O}^{+}(v)$ denotes the outdegree of $v$ with respect to $O$. We want to find an orientation of $T$ with all demands 0 .

Recall we will not modify the orientation on $R$, which guarantees that all vertices in $(V(T) \backslash V(G)) \cup$ $\{u, v\}$ have non-zero outdegree. Furthermore, as $G$ will be oriented either entirely forward or backwards, all its interior vertices will have non-zero outdegree. Hence every vertex of $T[X]$ has non-zero outdegree. Suppose that $G$ is entirely oriented forward.

Now we linearly order vertices in $V(T) \backslash V(I)=$ $\left(v_{1}, \ldots, v_{\ell}\right)$ such that with respect to $B$ every vertex has its two outgoing $B$-neighbors among its predecessors and $I$. Denote by $B_{i}$ the subgraph of $B$ induced by the arcs leaving $v_{i}, \ldots, v_{\ell}$ (before the reorienting). We process $V(T) \backslash V(I)$ from the last to the first element. At a given vertex $v_{i}$ we look at $\operatorname{dem}_{G \cup R \cup B_{i}}\left(v_{i}\right)$ and reorient the two originally outgoing $B$-arcs of $v_{i}$ in such a way that afterwards $\operatorname{dem}_{G \cup R \cup B_{i}}\left(v_{i}\right)=0$ (i.e. $\left.\delta_{\mid G \cup R \cup B_{i}}^{+}\left(v_{i}\right) \equiv 0 \bmod 3\right)$. As these $B$-arcs were heading at $I$ or at a predecessor, the demand on the vertices $v_{j}$, with $j>i$, is not modified and hence remains 0 .

### 3.4 Orienting $G$ and $I$

Denote by $O$ the partial orientation of $T$ obtained after 3.3. Pick an orientation of $G$ (either all forward or all backward) and of $e^{*}=u v$ such that for the resulting partial orientation $O^{\prime}$ we have $\operatorname{dem}_{O^{\prime}}(v) \equiv 1$ $\bmod 3$.

Now, take the triangle $\Delta$ of $I$ containing $v$. Since $D=I \backslash e^{*}$ is a maximal outerplanar graph with only two degree two vertices, $D$ can be peeled by removing degree two vertices until reaching $\Delta$. When a vertex $x$ is removed orient its two incident edges so that $\operatorname{dem}_{O^{\prime}}(x)=0$ (as for $B$-arcs). We obtain a partial orientation $O^{\prime \prime}$, such that all vertices except the ones of $\Delta$ have non-zero outdegree divisible by 3 .

Since the number of edges of $T$, and the number of edges of $\Delta$ are divisible by 3 , the number of edges
of $T \backslash \Delta$ is divisible by 3 . As this number equals the sum of the outdegrees in $O^{\prime \prime}$, and as every vertex out of $\Delta$ has outdegree divisible by 3 , then the outdegree of $\Delta$ 's vertices sum up to a multiple of 3. Hence their demands sum up to 0,3 or 6 . As $\operatorname{dem}_{O^{\prime \prime}}(v)=\operatorname{dem}_{O^{\prime}}(v)=1$, the demands of the other two vertices of $\Delta$ are either both 1 , or 0 and 2 . It is easy to see that in either case $\Delta$ can be oriented to satisfy all three demands.
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#### Abstract

We completely enumerate lattice 3-polytopes of width larger than one and with exactly 6 lattice points: There are 74 of width 2 , two of width 3 , and none of larger width.

According to the number of interior points these 76 polytopes divide into 23 tetrahedra with two interior points, 49 polytopes with one interior point and only 4 hollow polytopes (two tetrahedra, one quadrangular pyramid and one triangular bipyramid).


## 1 Introduction

A lattice polytope is the convex hull of a finite set of points in $\mathbb{Z}^{d}$ (or in a d-dimensional lattice). A polytope is $d$-dimensional if it contains $d+1$ affinely independent points. We call size of $P$ its number $\#\left(P \cap \mathbb{Z}^{d}\right)$ of lattice points and volume of $P$ its volume normalized to the lattice (that is, $d+1$ points form a simplex of volume one if and only if they are an affine lattice basis). More formally, let $p_{i} \in \mathbb{Z}^{d}$ :

$$
\operatorname{vol}\left(\operatorname{conv}\left\{p_{1}, \ldots, p_{d+1}\right\}\right):=\left|\operatorname{det}\left(\begin{array}{ccc}
1 & \ldots & 1 \\
p_{1} & \cdots & p_{d+1}
\end{array}\right)\right|
$$

The width of a lattice polytope is the minimum of $\max _{x \in P} f(x)-\min _{x \in P} f(x)$, over all possible (nonconstant) choices of a linear functional $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ with $f\left(\mathbb{Z}^{d}\right) \subset \mathbb{Z}$. In other words, the width of $P$ is the minimum lattice distance between two parallel lattice hyperplanes that enclose $P$. In particular, $P$ has width one if its vertices lie in two parallel and consecutive lattice hyperplanes.

Two lattice polytopes $P$ and $Q$ are said $\mathbb{Z}$-equivalent or unimodularly equivalent if there is an affine unimodular transformation $t: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ that preserves the lattice and with $t(P)=Q$. We call such a transformation a $\mathbb{Z}$-equivalence. Volume, width, and size are obviously invariant modulo $\mathbb{Z}$-equivalence.

In dimension 2 , once we fix an $n \in \mathbb{N}$ there are finitely many $\mathbb{Z}$-equivalence classes of lattice 2polytopes of size $n$. In dimension 3, in contrast, there are infinitely many classes for each size $n \geq 4$. Still, combining previous results it is easy to show that:

[^21]Theorem 1 ([2]) For each $n \geq 4$, there are finitely many lattice 3 -polytopes of width greater than one and size $n$.

So, it makes sense to classify separately, for each $n$, the 3-polytopes of width one and those of larger width. Those of width one are infinitely many, but easy to describe. Of larger width there is none up to $n=4$ ([9]) and there are exactly 9 for $n=5$, all of width two ([2]). Here we completely classify 3 polytopes of size $n=6$ and width $>1$, showing that there are exactly 74 of width two, two of width three, and none of larger width (see precise results below).

Our motivation comes partially from the notion of distinct pair-sums lattice polytopes $[4,7]$ (or dps polytopes, for short). A lattice polytope $P$ is called $d p s$ if all the pairwise sums $a+b$, with $a, b \in P \cap \mathbb{Z}^{d}$, are distinct. Equivalently, if $P \cap \mathbb{Z}^{d}$ contains neither three collinear points nor the vertices of a non degenerate parallelogram ([4]). They are also the lattice polytopes of Minkowski length one, in the sense of [1].

An important fact is that dps $d$-polytopes have size at most $2^{d}([4])$. Hence, to classify all dps 3 -polytopes, it would be enough to continue the work in this paper to a classification of sizes 7 and 8 .

Our main result in this paper can be summarized as follows:

Theorem 2 There are exactly 76 3-polytopes of size 6 and width $>1.74$ of them have width 2 and two have width 3. 44 and 1 of those, respectively, are dps.

The volume vector (see definition in Section 2.1) and the width of each of these 76 polytopes is given in Tables 4 and 5. Different sections in the tables correspond to the presence or not of certain coplanarities (details in Section 2), as summarized in Table 1. Table 2 classifies the 76 polytopes according to the number of vertices and interior points. Following somehow established terminology we call a polytope clean if all its boundary lattice points are vertices, hollow if it has no interior lattice points, canonical if it has exactly one interior point and terminal if it is canonical and clean. In both tables, $x+1$ means that $x$ polytopes have width two and one has width three.

Emptiness in the last line of the tables follows from the following result that Scarf attributes to Howe:

Theorem 3 ([8, Thm. 1.3]) If all lattice points of a lattice 3-polytope are vertices then it has width 1.

| Description | \# polys. | dps |
| :---: | :---: | :---: |
| $\exists 5$ coplanar points | 2 | 0 |
| $\exists(3,1)$ coplanarity, no 5 coplanar | $20+1$ | 13 |
| $\exists(2,2)$ coplanarity, none of above | 4 | 0 |
| $\exists(2,1)$ coplanarity, none of above | 17 | 0 |
| No coplanarity, 1 interior point | 20 | 20 |
| No coplanarity, 2 interior points | $11+1$ | $11+1$ |
| No coplanarity, no interior points | 0 | 0 |

Table 1: Number of lattice 3-polytopes of size 6 and width $>1$ according to coplanarities present in them.

| \#ver. | \#int. <br> pts. | Description | \# polys. | dps |
| :---: | :---: | :---: | :---: | :---: |
| 4 | 2 | clean tetrahedra | $22+1$ | $16+1$ |
|  | 1 | canonical tetrahedra | $10+1$ | 3 |
|  | 0 | hollow tetrahedra | 2 | 0 |
| 5 | 1 | terminal quad. pyramid | 3 | 0 |
|  |  | terminal tri. bipyramid | 35 | 24 |
|  | 0 | hollow quad. pyramid | 1 | 0 |
| hollow tri. bipyramid | 1 | 1 |  |  |
| 6 | 0 | clean \& hollow | 0 | 0 |

Table 2: Number of lattice 3-polytopes of size 6 and width $>1$ according to the number of vertices and interior points.

Let us remark that clean tetrahedra and canonical 3 -polytopes were previously classified:

- Kasprzyk has classified all canonical 3-polytopes ([6]). There are 674,688 of them, with their number of boundary lattice points going up to 38 .
- Curcic classified clean tetrahedra with up to 35 interior points ([5]).


## 2 Preliminaries

### 2.1 Volume vectors and oriented matroids

Since $\mathbb{Z}$-equivalence preserves volume, the following volume vector is invariant under it:

Definition 1 Let $A=\left\{p_{1}, p_{2}, \ldots, p_{n}\right\}$, with $n \geq d+$ 1 , be a set of lattice points in $\mathbb{Z}^{d}$. The volume vector of $A$ is the vector $w=\left(w_{i_{1} \ldots i_{d+1}}\right)_{1 \leq i_{1}<\cdots<i_{d+1} \leq n}$ in $\mathbb{Z}^{\binom{n}{d+1} \text {, where }}$

$$
w_{i_{1} \ldots i_{d+1}}:=\operatorname{det}\left(\begin{array}{ccc}
1 & \cdots & 1 \\
p_{i_{1}} & \cdots & p_{i_{d+1}}
\end{array}\right)
$$

The definition implicitly assumes a specific ordering of the $n$ points in $A$. For six points $\left\{p_{1}, \ldots, p_{6}\right\}$ we always order the entries of the volume vector lexicographically as:

$$
\begin{aligned}
w= & \left(w_{1234}, w_{1235}, w_{1236}, w_{1245}, w_{1246}\right. \\
& w_{1256}, w_{1345}, w_{1346}, w_{1356}, w_{1456} \\
& \left.w_{2345}, w_{2346}, w_{2356}, w_{2456}, w_{3456}\right)
\end{aligned}
$$

Theorem 4 ([2]) Let $A$ and $B$ be d-dimensional subsets of $\mathbb{Z}^{d}$ with the same number $n$ of points and suppose they have the same volume vector $\left(w_{I}\right)_{I \in\binom{n n]}{d+1}}$ with respect to a given ordering. Then:

1. There is a unique unimodular affine map $t: \mathbb{R}^{d} \rightarrow$ $\mathbb{R}^{d}$ with $t(A)=B$ (respecting the order of points).
2. If $\operatorname{gcd}_{I \in\binom{[n]}{d+1}}\left(w_{I}\right)=1$, then $t$ has integer coefficients, so it is a $\mathbb{Z}$-equivalence between $A$ and $B$.

That is: when its gcd equals 1 , the volume vector is a complete invariant for $\mathbb{Z}$-equivalence.
(In particular, the volume vectors in Tables 4 and 5 are enough to recover representatives for each class, except in the five cases with gcd different from 1. Representatives of all classes can be found in [3]).

Observation 1 The volume vector of $d+2$ points $\left\{p_{1}, \ldots, p_{d+2}\right\}$ that affinely span $\mathbb{R}^{d}$ encodes the unique (modulo a scalar factor) affine dependence among them: let $I_{k}=\{1, \ldots, d+2\} \backslash\{k\}$

$$
\sum_{k=1}^{d+2}(-1)^{k-1} \cdot w_{I_{k}} \cdot p_{k}=0, \quad \sum_{k=1}^{d+2}(-1)^{k-1} \cdot w_{I_{k}}=0
$$

Remember that the points with non-zero coefficient in this dependence form a circuit, whose signature is the pair $(i, j)$ if this dependence has $i$ positive and $j$ negative coefficients. We call signature of the $d+2$ points the signature of this circuit.

In particular, the oriented matroid or order type of any point set $A$ is encoded by the (signs in) the volume vector of $A$.

To classify lattice polytopes of size six we first classify the possible oriented matroids corresponding to an affine point configuration with 6 elements in dimension 3; that is, oriented matroids of rank four with six elements that are acyclic (i.e., without positive circuits), and that do not have any parallel elements (circuits of signature $(1,1))$. These are all representable, and there are 55 of them (see [3, Section 2.2]). A posteriori, it turns out that only 22 of them can be realized by the six lattice points in a lattice 3 -polytope of size six.

### 2.2 Polytopes with 4 or 5 lattice points

We repeatedly use the classification of lattice 3polytopes of size 4 and 5 . Those of size four, or empty tetrahedra, were classified 50 years ago:

Theorem 5 (White [9]) Every empty lattice tetrahedron is $\mathbb{Z}$-equivalent to the following $T(p, q)$, for some $q \in \mathbb{N}$ and $p \in\{0, q-1\}$ with $\operatorname{gcd}(p, q)=1$ :

$$
T(p, q)=\operatorname{conv}\{(0,0,0),(1,0,0),(0,0,1),(p, q, 1)\}
$$

Moreover: (i) $q=\operatorname{vol} T(p, q)$ and (ii) $T(p, q)$ is equivalent to $T\left(p^{\prime}, q\right)$ if and only if $p^{\prime}= \pm p^{ \pm 1}(\bmod q)$.

Table 3 shows the full classification of 3-polytopes of size five, obtained in [2]. The polytopes are grouped according to the signature of their five lattice points. The five possible signatures are $(2,1),(2,2),(3,2)$, $(3,1)$ and $(4,1)$. We include the volume vector and width of each equivalence class. For convenience (see Observation 1), the volume vectors are written in the form $w=\left(w_{2345},-w_{1345}, w_{1245},-w_{1235}, w_{1234}\right)$. Representatives of all classes can be found in [2].

| Signature | Volume vector | Width |
| :---: | :---: | :---: |
| $(2,2)$ | $(-1,1,1,-1,0)$ | 1 |
| $(2,1)$ | $(-2 q, q, 0, q, 0),$$0 \leq p \leq \frac{q}{2}$, <br> $\operatorname{gcd}(p, q)=1$ | 1 |
| $(3,2)^{*}$ | $(-a-b, a, b, 1,-1),$$0<a \leq b$, <br> $\operatorname{gcd}(a, b)=1$ | 1 |
| $(3,1)^{*}$ | $(-3,1,1,1,0)$ | 1 |
|  | $(-9,3,3,3,0)$ | 2 |
|  | $(-4,1,1,1,1)$ | 2 |
| $(4,1)^{*}$ | $(-5,1,1,1,2)$ | 2 |
|  | $(-7,1,1,2,3)$ | 2 |
|  | $(-11,1,3,2,5)$ | 2 |
|  | $(-13,3,4,1,5)$ | 2 |
|  | $(-17,3,5,2,7)$ | 2 |
|  | $(-19,5,4,3,7)$ | 2 |
|  | $(-20,5,5,5,5)$ | 2 |

Table 3: Complete classification of lattice 3-polytopes of size 5. Those marked with an * are dps

## 3 Overview of the classification scheme

The proof of the classification involves a quite long case study. Let us here discuss the main ideas used in it. Let $A \subset \mathbb{Z}^{3}$ consist of six points, and assume that $\operatorname{conv}(A) \subset \mathbb{R}^{3}$ has size six and width greater than one. Then one of the following things occurs:

1. $A$ contains 5 coplanar points. Then $A$ consists of one of the six polygons of size five, plus an extra point at lattice distance at least two from it. It is not hard to show that only two of these six polygons allow this sixth point to be placed adding no additional lattice points in $\operatorname{conv}(A)$.
2. A contains a coplanarity of signature $(3,1)$ in a certain plane $H$ (and no five coplanar points). This case is treated separately depending on whether the other two points of $A$ lie in opposite or the same side of $H$. If they lie in opposite sides, then they are both at distance 1 or 3 of $H$, by the classification of size five. If they lie on the same side, then either they are both vertices of $\operatorname{conv}(A)$ (and lie at distance 1 or 3 ) or one is an interior point (at distance 1 or 3 from $H$ ) and the other is a vertex. In the cases where both are guaranteed to be at distance 1 or 3 we use what we call the parallel-planes method and when one is in the interior we use the $(4,1)$-extension method (see details below).
3. A contains a coplanarity of signature $(2,2)$ (and none of the above). This is treated in much the same way as the $(3,1)$ case, except things are now simpler because every time we said "distance 1 or 3 " in the previous paragraph we can now say "distance 1".
4. All coplanarities in $A$ come from collinearities of signature $(2,1)$. We first show that the $(2,1)$ collinearity must be unique (two of them would produce either width one or 5 coplanar points) and that removing from $A$ one or the other extremal collinear points we get a configuration of signature $(4,1)$ and size 5 . Once we have this we can use the $(4,1)$-extension method.
5. $A$ is in general position (no coplanarities). $A$ must have interior points, since otherwise it has width one by Theorem 3. There exist exactly two oriented matroids with this properties. It turns out that both oriented matroids have the following useful property: there are two vertices $p_{i}$ and $p_{j}$ of $A$ such that both $A \backslash\left\{p_{i}\right\}$ and $A \backslash\left\{p_{j}\right\}$ have signature $(4,1)$. Configurations like these of size 6 can all be obtained by gluing two configurations of size 5 and signature $(4,1)$ along four points. There are only eight of these configurations that we need to consider (see Table 3) and (at most) $\left.\binom{8}{2}+8\right) \times 4^{2} \times$ 4 ! possible ways to glue them, which we check one by one via computer routines written in MATLAB.

Let us explain the parallel planes and $(4,1)$ extension methods mentioned above:

- We use the parallel-planes method when we can guarantee that $A$ is contained in three parallel planes $H_{1}, H_{2}$ and $H_{3}$ (not necessarily consecutive) and we know (or pose without loss of generality) the coordinates of all points but one. We look at what conditions must the coordinates of the sixth point satisfy for $\operatorname{conv}(A)$ not to have extra lattice points in $\mathrm{H}_{2}$. This is a 2-dimensional problem that can be solved graphically. This gives us a finite (and small) list of possible positions for the unknown point, and it only remains to check that the size of $\operatorname{conv}(A)$ is indeed 6.
- We use the $(4,1)$-extension method when we know that there is a vertex $p$ in $A$ such that $A \backslash\{p\}$ has signature $(4,1)$ and, moreover, we know an expression of $p$ as an affine combination of the other points. This happens when $p$ is part of one of these relations: $3 p_{i}=p_{j}+p_{k}+p_{l}, p_{i}+p_{j}=p_{k}+p_{l}$ or $2 p_{i}=p_{j}+p_{k}$. We go through the $8 \times 4$ ! possible ways to map $A \backslash\{p\}$ to one of the eight configurations of signature $(4,1)$ from Table 3, compute the corresponding $p$, and check whether the convex hull of the result has size six. This is done via some computer routines written in MATLAB.

We now list all the 3-polytopes of size six and width larger than one. They are contained in Tables 4 and 5, where we give, for each of them, the volume vector and the width. Configurations between horizontal lines correspond to the same oriented matroid. Dps ones are marked with an asterisk sign next to the width.


Table 4: Lattice 3-polytopes of size 6 and width > 1 (I)
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#### Abstract

In this paper we develop a general framework for computing formulae enumerating polycubes of size $n$ which are proper in $n-k$ dimensions (i.e., spanning all $n-k$ dimensions), for a fixed value of $k$. (Such formulae are central in the literature of statistical physics in the study of percolation processes and collapse of branched polymers.) We re-affirm the already-proven formulae for $k \leq 3$, and prove rigorously, for the first time, that the number of polycubes of size $n$ that are proper in $n-4$ dimensions is $2^{n-7} n^{n-9}(n-4)\left(8 n^{8}-128 n^{7}+828 n^{6}-2930 n^{5}+\right.$ $\left.7404 n^{4}-17523 n^{3}+41527 n^{2}-114302 n+204960\right) / 6$.


## 1 Introduction

A $d$-dimensional polycube of size $n$ is a connected set of $n$ cubes in $d$ dimensions, where connectivity is through ( $d-1$ )-dimensional faces. Two fixed polycubes are considered the same if one can be obtained by a translation of the other. A polycube is said to be proper in $d$ dimensions if the convex hull of the centers of its cubes is $d$-dimensional. Following Lunnon [7], we let $\mathrm{DX}(n, d)$ denote the number of fixed polycubes of size $n$ that are proper in $d$ dimensions. Similarly, we denote by DT $(n, d)$ the number of tree polycubes of size $n$ which are proper in $d$ dimensions.

Enumeration of polycubes and computing their asymptotic growth rate are important problems in combinatorics and discrete geometry, originating in statistical physics [4]. While in the mathematical literature these objects are called polycubes (polyominoes in 2 D ), they are usually referred to as lattice animals in the literature of statistical physics, where they play a fundamental role in the analysis of percolation processes and collapse of branched polymers. To-date, no formula is known for $A_{d}(n)$, the number of fixed polycubes of size $n$ in $d$ dimensions, for any fixed value of $d$, let alone in the general case. The main interest in DX stems from the formula $A_{d}(n)=\sum_{i=0}^{d}\binom{d}{i} \mathrm{DX}(n, i)$, given originally by Lunnon [7]. In a matrix listing the values of DX, the top-right triangular half and the main diagonal contain only 0s. This gives rise to the question of whether a pattern can be found in the sequences $\mathrm{DX}(n, n-k)$, where $k<n$ is the ordinal number of the diagonal.

[^22]Klarner [5] showed in a seminal work the existence of $\lambda_{2}=\lim _{n \rightarrow \infty} \sqrt[n]{A_{2}(n)}$. Much later Madras [9] proved the convergence of the sequence $\left(A_{2}(n+\right.$ 1) $\left./ A_{2}(n)\right)_{n=1}^{\infty}$ to $\lambda_{2}$ (and similarly in any fixed dimension $d$ ). Thus, $\lambda_{2}$ is the growth rate limit of polyominoes. Its exact value has remained elusive till these days. The currently best known lower and upper bounds on $\lambda_{2}$ are roughly 4.0025 [2] and 4.6496 [6], respectively. Significant progress in estimating $\lambda_{d}$ has been obtained in statistical physics, although the computations usually relied on unproven assumptions and on formulae for $\mathrm{DX}(n, n-k)$ interpolated empirically from known values of $A_{d}(n)$. Peard and Gaunt [11] predicted that for $k>1$, the diagonal formula $\mathrm{DX}(n, n-k)$ has the pattern $2^{n-2 k+1} n^{n-2 k-1}(n-$ $k) h_{k}(n)$, where $h_{k}(n)$ is a polynomial in $n$, and conjectured explicit formulae for $h_{k}(n)$ for $k \leq 6$. Luther and Mertens [8] conjectured a formula for $k=7$.
It is easy to show that $\mathrm{DX}(n, n-1)=2^{n-1} n^{n-3}$ (sequence A127670 in OEIS [10]). Barequet et al. [3] proved rigorously, for the first time, that $\mathrm{DX}(n, n-$ 2) $=2^{n-3} n^{n-5}(n-2)\left(2 n^{2}-6 n+9\right)$ (sequence A171860). The proof uses a case analysis of the possible structures of spanning trees of the polycubes, and the various ways in which cycles can be formed in their cell-adjacency graphs. Similarly, Asinowski et al. [1] proved that $\operatorname{DX}(n, n-3)=2^{n-6} n^{n-7}(n-$ $3)\left(12 n^{5}-104 n^{4}+360 n^{3}-679 n^{2}+1122 n-1560\right) / 3$, again, by counting spanning trees of polycubes, yet the reasoning and the calculations were significantly more involved. The inclusion-exclusion principle was applied in the proof in order to count correctly polycubes whose cell-adjacency graphs contained certain subgraphs, so-called "distinguished structures." In comparison with the case $k=2$, the number of such structures is substantially higher, and the ways in which they can appear in spanning trees are much more varied. The latter proof provided a better understanding of the difficulties that one would face in applying this technique to higher values of $k$. The number of distinguished structures grows rapidly, and the inclusion relations between them are much more complicated. As anticipated [1], it is impractical to achieve a similar proof manually for $k>3$.

In this paper we create a theoretical set-up for proving the formula for $\mathrm{DX}(n, n-k)$, for a fixed $k$. Using our implementation of this method, we find the explicit formula (which has never been proven before) for $\mathrm{DX}(n, n-4)$, stated in the following theorem.


Figure 1: A polycube $P$, the corresponding graph $\gamma(P)$, and spanning trees of $\gamma(P)$.

Theorem 1 DX $(n, n-4)=2^{n-7} n^{n-9}(n-4)\left(8 n^{8}-\right.$ $128 n^{7}+828 n^{6}-2930 n^{5}+7404 n^{4}-17523 n^{3}+41527 n^{2}-$ $114302 n+204960) / 6$.

## 2 Definitions and Notations

Integer Partition. A partition of a positive integer $m$ is a way of writing $m$ as the sum of one or more positive integers $a_{i}$, i.e., $m=a_{1}+\ldots+a_{h}$. Two sums that differ only in the order of their summands are considered the same. Let $\Pi(m)$ denote the set of all partitions of $m$. We choose the canonic representation of a partition to be the list of its summands in nondecreasing order. For a partition $p$, we denote by $|p|$ the number of summands in $p$ and by $p[i]$ the $i$ th summand of $p$. Also, we let $\pi(p)$ denote the number of essentially-different permutations of the summands of $p$. When $p_{1}$ and $p_{2}$ are two partitions, we will say that $p_{1}$ contains $p_{2}$, denoting this relation by $p_{2} \preceq p_{1}$, if there is a subpartition $p_{1}^{*}$ of $p_{1}$ (an ordered subset of the elements of $p_{1}$ ), such that $\left|p_{1}^{*}\right|=\left|p_{2}\right|$ and $p_{2}[i] \leq p_{1}^{*}[i]$ for all $1 \leq i \leq\left|p_{2}\right|$.

Graph Isomorphism. Two directed edge-labeled graphs $G=\left(V_{G}, E_{G}\right)$ and $H=\left(V_{H}, E_{H}\right)$, with respective edge labels $W_{G}$ and $W_{H}$, are isomorphic if there is a bijection $f: V_{G} \leftrightarrow V_{H}$ s.t. (a) For $u, v \in V_{G}$ we have $(u, v) \in E_{G}$ if and only if $(f(u), f(v)) \in E_{H}$; and (b) For $e_{1}=\left(u_{1}, v_{1}\right), e_{2}=\left(u_{2}, v_{2}\right) \in E_{G}$, the labels of $e_{1}$ and $e_{2}$ are equal if and only if the labels of $\left(f\left(u_{1}\right), f\left(v_{1}\right)\right)$ and $\left(f\left(u_{2}\right), f\left(v_{2}\right)\right)$ are equal.

## 3 Overview of the Method

Denote by $\mathcal{P}_{n}$ the set of proper polycubes of size $n$ in $n-k$ dimensions. Let $P \in \mathcal{P}_{n}$, and let $\gamma(P)$ denote the directed edge-labeled graph that is constructed as follows: The vertices of $\gamma(P)$ correspond to the cells of $P$; two vertices of $\gamma(P)$ are connected by an edge if the corresponding cells of $P$ are adjacent; an edge has label $i(1 \leq i \leq n-k)$ if the corresponding cells have different $i$-coordinate. The direction of the edge is from the lower to the higher cell. See Figure 1 for an example. Since $P \mapsto \gamma(P)$ is an injection, it suffices to count the graphs obtained from the members of $\mathcal{P}_{n}$ in this way. We shall count these graphs by counting their spanning trees. A spanning tree of $\gamma(P)$ has $n-1$
edges labeled by numbers from the set $\{1,2, \ldots, n-k\}$; all these labels are present, otherwise, the polycube is not proper in $n-k$ dimensions. Hence, $n-k$ edges of the spanning are labeled with the labels $1,2, \ldots, n-k$, and the remaining $k-1$ edges are labeled with repeated labels from the same set. There is a bijection between the possibilities of repeated edge-labels and the partitions of the integer $k-1$. Specifically, each partition $p=\sum_{i=1}^{h} a_{i} \in \Pi(k-1)$ corresponds to $h$ repeated labels in the spanning tree, such that the $i$ th repeated label appears $a_{i}+1$ times. In such case, we will say that the tree is labeled according to $p$. When we consider a spanning tree of $\gamma(P)$, we distinguish a repeated label $i$ that appears $r$ times by $i, i^{\prime}, \ldots, i^{\prime(r-1)}$. However, when considering $\gamma(P)$, repeated labels are assumed not to be distinguished. Every repeated label must occur an even number of times in any cycle of $\gamma(P)$. In addition, the number of cycles in $\gamma(P)$ and the length of each such cycle are bounded from above due to the limited multiplicity of labels.

In order to compute $\left|\mathcal{P}_{n}\right|$, we go over all possible directed edge-labeled trees of size $n$ and count only those that represent valid polycubes. By characterizing and analyzing all substructures that are present in these trees, we compute how many of them actually represent polycubes. Finally, we develop formulae for the numbers of possible spanning trees of polycubes, and then derive the actual number of polycubes.

## 4 Distinguished Structures

For each labeled tree, we attempt to build the corresponding polycube. In this process two things may happen:
(a) Cells may coincide (Figures 2(a,d)). A tree with overlapping cells is invalid and does not correspond to a valid polycube; and
(b) Two cells which are not connected by a tree edge may be adjacent (Figures 2(b,e)). Such a tree corresponds to a polycube $P$ with cycles in $\gamma(P)$, and therefore, its spanning tree is not unique.

In order to count correctly, we will consider small structures, contained in these trees, which cause the problems above. A distinguished structure is defined as the union of all paths (edges and incident vertices) that run between two coinciding or adjacent cells. We


Figure 2: (a-f) A few distinguished structures for $k=4$ (note that (f) is disconnected); (g) A cycle structure. A dotted line is drawn between every pair of neighboring cells and around every pair of coinciding cells.
denote by $\mathcal{D} \mathcal{S}_{k}$ the set of distinguished structures in $n-k$ dimensions. With this characterization of distinguished structures, it is easy to design an algorithm for producing $\mathcal{D} \mathcal{S}_{k}$. We begin by generating all "free trees" (non-isomorphic trees) of size (number of vertices) $t \leq m(k)$, where $m(k)$ is a function of $k$ specified below. Then, we process each free tree $T$ by labeling it according to every partition $p \in \cup_{i=1}^{k-1} \Pi(i)$, directing its edges for obtaining a directed edge-labeled tree $T^{\prime}$, and finally checking whether $T^{\prime}$ contains coinciding or neighboring cells by a DFS traversal. If such cells are detected, $T^{\prime}$ is added to $\mathcal{D} \mathcal{S}_{k}$ if it is not isomorphic to any structure $\sigma \in \mathcal{D} \mathcal{S}_{k}$ of size $t$, and at least one of the following conditions holds:

1. $T^{\prime}$ contains two coinciding or neighboring cells which are connected by a path with $t-1$ edges (Figures 2(a,b,d,e));
2. $T^{\prime}$ is isomorphic to the union of $d_{1}, \ldots, d_{m} \in \mathcal{D} \mathcal{S}_{k}$, such that the isomorphic copies of $d_{1}, \ldots, d_{m}$ in $T^{\prime}$ cover all its edges (Figure 2(c)).

Disconnected distinguished structures (see Fig. 2(f)) are generated by checking if every collection of edgeconnected structures in $\mathcal{D} \mathcal{S}_{k}$ yields a single disconnected structure labeled according to $p \in \cup_{i=1}^{k-1} \Pi(i)$.

Lemma 2 A connected (resp., disconnected) distinguished structure can have at most $3 k-2$ (resp., $4 k$ ) vertices. These sizes are attainable in the worst case.

Lemma 3 [1, Lemma 7] [3, Lemma 2] The number of directed trees with $n$ vertices and $n-1$ distinct edge labels $1, \ldots, n-1$ is $2^{n-1} n^{n-3}$, for $n \geq 2$.

Let $T_{p}$ denote the number of directed trees with $n$ vertices labeled according to $p \in \Pi(k-1)$. Then, $T_{p}=\pi(p)\binom{n-k}{|p|} 2^{n-1} n^{n-3}$.

Lemma 4 Let $\sigma$ be a distinguished structure composed of $k^{*} \geq 1$ trees $s_{1}, \ldots, s_{k^{*}}$ with a total of $n^{*}$ vertices and distinct edge labels $1, \ldots, n^{*}-k^{*}$. The number of occurrences of $\sigma$ in trees of size $n$ with distinct edge labels $1, \ldots, n-1$ is

$$
F_{n}(\sigma)=\left(\prod_{i=1}^{k^{*}}\left|s_{i}\right|\right) \frac{\left(n-n^{*}+k^{*}-1\right)!}{\left(n-n^{*}\right)!} n^{n-n^{*}+k^{*}-2} .
$$

Proof. We proceed by double counting, enumerating the sequences of directed edges that can be added to a graph with $n-n^{*}$ vertices and the distinguished structure $\sigma$, so as to form a rooted tree with $n$ vertices. One way is to add the edges one by one and count the number of options available at each step. There are $\mathcal{N}=\prod_{i=1}^{k^{*}}\left|s_{i}\right|$ options to choose a root for each component $s_{i}$ of $\sigma$. At the beginning, we have a forest with $n-n^{*}+k^{*}$ rooted trees. After adding a collection of edges forming a rooted forest with $i$ trees, there are $n(i-1)$ choices for the next edge: Its starting vertex can be any of the $n$ vertices of the graph, and its ending vertex can be any of the $i-1$ roots other than the root of the tree containing the starting vertex. Therefore, the total number of choices is

$$
\begin{equation*}
\mathcal{N} \prod_{i=2}^{n-n^{*}+k^{*}} n(i-1)=\mathcal{N} n^{n-n^{*}+k^{*}-1}\left(n-n^{*}+k^{*}-1\right)! \tag{1}
\end{equation*}
$$

Alternatively, start with an unrooted edge-labeled tree which contains $\sigma$, choose one of its $n$ vertices as a root, and choose one of the $\left(n-n^{*}\right)$ ! possible sequences, say, $\eta$, then label the $n-n^{*}$ vertices of the tree according to $\eta$ (the vertices not belonging to $\sigma$ ), and "shift" each vertex label to the incident edge towards the root, producing an edge-labeled tree. The total number of sequences that are formed this way is

$$
\begin{equation*}
n F_{n}(\sigma)\left(n-n^{*}\right)! \tag{2}
\end{equation*}
$$

It follows from Eqs. (1) and (2 that the number of occurrences of $\sigma$ in unrooted trees with edge labels $1, \ldots, n-1$ is $F_{n}(\sigma)=\mathcal{N} \frac{\left(n-n^{*}+k^{*}-1\right)!}{\left(n-n^{*}\right)!} n^{n-n^{*}+k^{*}-2}$.
Consider again Fig. 2. Let $\mathcal{F}_{n}(\sigma)$ denote the number of occurrences of $\sigma$ in directed edge-labeled trees of size $n$. Obviously, $\mathcal{F}_{n}(\sigma)=2^{n-n^{*}+k^{*}-1} F_{n}(\sigma)$. Let $\sigma^{*} \in \mathcal{D} \mathcal{S}_{k}$ be a distinguished structure labeled according to $p^{*} \in \cup_{i=1}^{k-1} \Pi(i)$. Denote by $\mathcal{O}_{p}\left(\sigma^{*}\right)$ the number of occurrences of $\sigma^{*}$ in directed trees of size $n$ that are labeled according to $p \in \Pi(k-1)$. Clearly, if $p^{*} \npreceq p$, then $O_{p}\left(\sigma^{*}\right)=0$. To compute $\mathcal{O}_{p}\left(\sigma^{*}\right)$, one has to choose $|p|$ repeated labels out of the possible $n-k$ labels, then choose the repeated labels of $\sigma^{*}$ out of the $|p|$ repeated labels. One also has to choose the unique labels (if any) in $\sigma^{*}$. Moreover, one has to calculate how many essentially-different structures there are out of all $\prod_{j=1}^{\left|p^{*}\right|}\left(p^{*}[j]\right.$ ! $)$ possible configurations of the repeated labels of $\sigma^{*}$. For structure (a),
all configurations yield the same structure, whereas for structure (b), there are two essentially-different structures: in the first, the label $i$ is attached to the head of the edge labeled $\ell$; and in the second, $i^{\prime}$ is attached to its head. For structure (c) there are six different structures, a number obtained by computing the number of symmetries of $\sigma^{*}$. Finally, multiplying by $\mathcal{F}_{n}\left(\sigma^{*}\right)$ completes the calculation of $\mathcal{O}_{p}\left(\sigma^{*}\right)$.

When counting the occurrences of $\sigma \in \mathcal{D} \mathcal{S}_{k}$, other distinguished structures which contain multiple occurrences of $\sigma$ are counted multiple times. In order to obtain the number of trees that contain $\sigma$, using the quantity $\mathcal{O}_{p}(\sigma)$, we build an inclusion-exclusion graph $\mathrm{IE}=(\mathcal{V}, \mathcal{E})$. This graph contains a vertex corresponding to each structure $\sigma \in \mathcal{D} \mathcal{S}_{k}$. There is an edge $e=\sigma_{1} \rightarrow \sigma_{2}$ labeled with $c$ if $\sigma_{1}$ contains $c$ occurrences of $\sigma_{2}$. Let $\ell(e)$ denote the label of the edge $e$. Let $I\left(\sigma_{2}\right)=\left\{\sigma_{1} \in \mathcal{V}:\left(\sigma_{1}, \sigma_{2}\right) \in \mathcal{E}\right\}$. Let us denote by $T_{p}(\sigma)$ the number of trees of size $n$ labeled according to $p \in \Pi(k-1)$ that contain $\sigma$ as a subtree, then, $T_{p}\left(\sigma_{2}\right)=\mathcal{O}_{p}\left(\sigma_{2}\right)-\sum_{\sigma_{1} \in I\left(\sigma_{2}\right)} \ell\left(\left(\sigma_{1}, \sigma_{2}\right)\right) T_{p}\left(\sigma_{1}\right)$.

## 5 Counting Polycubes

Every tree polycube gives rise to a unique spanning tree. For every possibility of repeated labels $p \in \Pi(k-1)$, let us denote by $\mathrm{DT}_{p}(n)$ the number of spanning trees of all tree polycubes that are labeled according to $p$. The total number of directed trees with $n$ vertices labeled according to $p$ is $T_{p}$. Every such tree corresponds to a tree polycube in $\mathcal{P}_{n}$ unless it contains a distinguished structure as a subtree. Thus, we need to exclude all the trees that contain a distinguished structure as a subtree. Hence,

$$
\begin{aligned}
& \mathrm{DT}(n, n-k)=\sum_{p \in \Pi(k-1)} \mathrm{DT}_{p}(n) \\
& =\sum_{p \in \Pi(k-1)} \frac{T_{p}-\sum_{\sigma \in \mathcal{D} \mathcal{S}_{k}} T_{p}(\sigma)}{\prod_{j=1}^{|p|} p[j]!} .
\end{aligned}
$$

Let us denote by $\mathcal{C}=\mathcal{C}(k)$ the set of all cycle structures of polycubes proper in $n-k$ dimensions. The set $\mathcal{C}$ can be found using $\mathcal{D} \mathcal{S}_{k}$ : A distinguished structure is a spanning tree of a cycle if it contains only neighboring cells and no coinciding cells. For example, in Figure 2, structure (e) is a spanning tree of the cycle (g). For every cycle structure $\mathcal{C}_{i} \in \mathcal{C}$, let us denote by $P_{\mathcal{C}_{i}}$ the number of polycubes $P \in \mathcal{P}_{n}$ that contain $\mathcal{C}_{i}$ in $\gamma(P)$. Let $\sigma \in \mathcal{D} \mathcal{S}_{k}$ have $c$ occurrences in $\mathcal{C}_{i}$. Then,

$$
P_{\mathcal{C}_{i}}=\sum_{p \in \Pi(k-1)} \frac{T_{p}(\sigma)}{c} .
$$

Finally, we obtain

$$
\mathrm{DX}(n, n-k)=\mathrm{DT}(n, n-k)+\sum_{i=0}^{|\mathcal{C}(k)|-1} P_{\mathcal{C}_{i}} .
$$

## 6 Results

The entire method was automated in a C++ program, using Mathematica to simplify the final formula. Our results agree with the formulae conjectured in the literature of statistical physics. For $k=3,147$ distinguished structures ( 137 connected) and 12 types of cycles were found. For $k=4,8397$ distinguished structures ( 7814 connected), and 179 cycles were found. Here are the main steps of the computation.
$\mathrm{DT}_{(2,2,2)}(n)=2^{n-7}(n-4)(n-5)(n-6) n^{n-9}\left(8 n^{6}-\right.$ $\left.84 n^{5}+438 n^{4}-1543 n^{3}+4236 n^{2}-9020 n+19040\right) / 6$ $\mathrm{DT}_{(2,3)}(n)=2^{n-4}(n-4)(n-5) n^{n-9}\left(4 n^{6}-56 n^{5}+\right.$ $\left.383 n^{4}-1654 n^{3}+5106 n^{2}-10920 n+14112\right) / 6$ $\mathrm{DT}_{(4)}(n)=2^{n-5}(n-4) n^{n-9}\left(4 n^{6}-84 n^{5}+851 n^{4}-\right.$ $\left.5191 n^{3}+20190 n^{2}-47552 n+53760\right) / 6$
$\mathrm{DT}(n, n-4)=\mathrm{DT}_{(2,2,2)}(n)+\mathrm{DT}_{(2,3)}(n)+\mathrm{DT}_{(4)}(n)=$ $2^{n-7}(n-4) n^{n-9}\left(8 n^{8}-140 n^{7}+1010 n^{6}-3913 n^{5}+\right.$ $\left.9201 n^{4}-15662 n^{3}+34500 n^{2}-120552 n+221760\right) / 6$ $\sum_{i=0}^{178} P_{\mathcal{C}_{i}}=2^{n-7}(n-4)(n-5) n^{n-9}\left(12 n^{6}-122 n^{5}+\right.$ $\left.373 n^{4}+68 n^{3}-1521 n^{2}-578 n+3360\right) / 6$
$\mathrm{DX}(n, n-4)=\mathrm{DT}(n, n-4)+\sum_{i=0}^{178} P_{\mathcal{C}_{i}}=$
$2^{n-7} n^{n-9}(n-4)\left(8 n^{8}-128 n^{7}+828 n^{6}-2930 n^{5}+\right.$ $\left.7404 n^{4}-17523 n^{3}+41527 n^{2}-114302 n+204960\right) / 6$
The parallel computation took about 15 minutes on a computer with 12 processors and 65 GB of RAM. This completes the proof of Theorem 1.
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# Compact families of Jordan curves and convex hulls in three dimensions (extended abstract) 

Colm Ó Dúnlaing*


#### Abstract

We prove that for certain families of semi-algebraic convex bodies in $\mathbb{R}^{3}$, the convex hull of $n$ disjoint bodies has $O\left(n \lambda_{s}(t n)\right)$ features, where $s$ and $t$ are constants depending on the family: $\lambda_{s}(n)$ is the maximum length of order- $s$ Davenport-Schinzel sequences with $n$ letters. The argument is based on an apparently new idea of 'compact family' of convex bodies or discs, and of 'crossing content' among disc intersections.


## 1 Introduction

Let $S$ be a set of $n$ disjoint closed bounded convex bodies in $\mathbb{R}^{3}: H(S)$ is their convex hull, the smallest closed convex set containing their union $\bigcup S$.
$H(S)$ can be decomposed into features, consisting of facets (exposed facets, tunnel facets, and planar facets [2]), edges, and vertices; facets meet along edges: edges meet at vertices. $H(S)$ has $O(e)$ features (feature complexity), where $e$ is the number of edges.

This abstract is concerned with the feature complexity of $H(S)$ assuming that the bodies in $S$ are drawn from a 'compact family' of convex bodies, a term defined later. The feature complexity of convex hulls and Voronoi diagrams of point sites in $\mathbb{R}^{3}$ is well known, $O(n)$ and $O\left(n^{2}\right)$ respectively; and also for spherical bodies $\left(O\left(n^{2}\right)\right.$ for both). Hung and Ierardi [3] studied the convex hull $H(S)$ where $S$ is a set of bodies with few restrictions. They reported upper bounds on the feature complexity of convex hulls, but their approach is indirect and hard to follow. Our approach stresses a more careful definition of the problem (in terms of compact families): the feature complexity of $H(S)$ is reduced to the feature complexity (counting edges and vertices) of unions of closed discs on the boundaries $\partial B$ of the bodies $B$ in $S$.

After highlighting the main points in the analysis, the abstract gives some time to bounding feature complexity given a property called positive crossing content, defined below. An indication of why this property holds for compact families of discs is given (Section 4). The continuum mathematics connecting compact families of convex bodies (Section 5) to compact

[^23]families of discs has been omitted for reasons of space.

## 2 Outline of the analysis

Definition 1 If $X$ is a set in a topological space then $\bar{X}$ is the closure of a set $X, X^{\circ}$ its interior, and $\partial X$ its boundary, i.e., $\bar{X} \backslash X^{\circ}$.
$S^{2}$ is the unit sphere $\left\{x \in \mathbb{R}^{3}:\|x\|=1\right\}$.
$A$ compact convex body $B$ is rounded if (i) for every point $x$ on $\partial B$, there is a unique tangent plane to $B$ at $x$, and hence a unique outward unit normal $n_{B}(x)$ to $B$ at $x$, and (ii) $x \neq y \Rightarrow n_{B}(x) \neq n_{B}(y)$. Equivalently, (ii) every tangent plane meets $B$ at exactly one point.

We call the map $n_{B}: \partial B \rightarrow S^{2}$ the outward normal map.

Proposition 1 [2]. If $B$ is a rounded compact convex body then $n_{B}$ is a homeomorphism.

The chief points in the analysis are as follows.

- $S=\left\{B_{1}, \ldots, B_{n}\right\}$ are disjoint rounded compact convex bodies.
- Given any body $B_{i}$, the hidden and exposed regions of $B_{i}$ (relative to $H(S)$ ) are, respectively, the closed subsets
$\overline{\left(\partial B_{i}\right) \cap H(S)^{\circ}} \quad$ and $\quad \partial B_{i} \backslash H(S)^{\circ}$.


Figure 1: The hidden part of $\partial B_{1}$ is hatched. It is the union of two topological discs.

- Given two (disjoint) bodies $B_{i}, B_{j}, B_{j}$ induces a hidden region on $\partial B_{i}$. This region, and the exposed region, are topological discs, separated by
a Jordan curve on $\partial B_{i}$, which we call the $B_{i}, B_{j-}$ seam.
- The features of $H(S)$ incident to $B_{i}$ correspond to the edges and vertices in the exposed (and hidden) regions on $\partial B_{i}$. Thus the feature complexity of $H(S)$ reduces to the complexity of unions of discs on $\partial B_{i}$.
- Given a seam on $B_{i}$, its image under $n_{B_{i}}$ is a Jordan curve on $S^{2}$, a 'pre-seam' (Proposition 1 ), allowing us to study unions of discs on a fixed space $S^{2}$.
- Certain assumptions on the bodies $B_{i}$ will imply that the pre-seams are continuously differentiable and the family of pre-seams is compact with respect to the $C^{1}$-norm (Definition 5).
We then say that the pre-seams form a compact family of Jordan curves on $S^{2}$.
- The definition of compact family introduces, implicitly, a novel idea of 'fatness' on the discs which the family defines: it might be called 'stiffness.' This leads to the all-important property of positive crossing content (Lemma 2) from which the complexity bounds on $H(S)$ follow.
- Two topological closed discs $D_{i}$ and $D_{j}$ on $S^{2}$ (with $C^{1}$ boundaries) are in general position if there are finitely many points in $\partial D_{i} \cap \partial D_{j}$ and at any such point the tangents to $D_{i}$ and $D_{j}$ meet transversely.
A list $D_{1}, \ldots, D_{n}$ of discs is in general position if every two discs are in general position and for any three different discs, $\partial D_{i} \cap \partial D_{j} \cap \partial D_{k}=\emptyset$.
- An intersection component is a connected component of $D_{i} \cap D_{j}$, the intersection of two discs. When in general position, every component is bounded by sides alternately from $\partial D_{i}$ and $\partial D_{j}$. When there are two sides, we call the component an overlap, and otherwise a crossway.
- A family of discs in $S^{2}$ has bounded intersection if there is a uniform upper bound on $\left|\partial D_{i} \cap \partial D_{j}\right|$ for any two discs in general position.
- Overlaps can be shown to contribute $O(n)$ vertices to the (external) boundary of a union of $n$ discs, given bounded intersection and positive crossing content (Corollary 5). Without positive crossing content there can be $\Omega\left(n^{2}\right)$ crossways (Figure 3).

Lemma 2 (positive crossing content). Given a compact family of Jordan curves on $S^{2}$, there exists


Figure 2: overlap and crossway.


Figure 3: a grid of $n$ discs with $\Omega\left(n^{2}\right)$ crossways.
a positive lower bound, whose supremum we call the crossing content of the family, on

$$
\mu(K)
$$

the metric measure (in $S^{2}$ ) of any crossway $K$ between discs in general position.

- There is a combinatorial argument showing the following. Let $D_{1}, \ldots, D_{n}$ be discs in general position in $S^{2}$, with bounded intersection and positive crossing content, and connected union, so the complement of the union has simply-connected components $H_{i}$.
Then there are $O(n)$ pairs $\left(H_{i}, D_{j}\right)$ where $D_{j}$ has an edge in common with $H_{i}$ (Lemma 7).

Our estimate of the feature complexity of $\bigcup D_{j}$ and of $H(S)$ follows immediately (Corollaries 8 and 10).

## 3 Complexity of unions of discs with positive crossing content

Let $S=\left\{D_{1}, \ldots, D_{n}\right\}$ be a set of discs, with $C^{1}$ boundaries, in general position in $S^{2}$. We consider the feature complexity of their union, $\bigcup S$. We assume that the discs $D_{i}$ come from a family with bounded intersection number and positive crossing content ( $\geq \epsilon$, say).

Definition 2 Let $U$ be the union of all crossways between pairs of discs $D_{i}, D_{j}, 1 \leq i<j \leq n$. A hub is a (path-) connected component of $U$.

Lemma 3 There are $O(1)$ hubs.
Proof. Every hub contains at least one crossway, and therefore has measure $\geq \epsilon$. Hubs are disjoint, and $\mu\left(S^{2}\right)=4 \pi$, so there are at most $4 \pi / \epsilon$ hubs.


Figure 4: connected unions of crossways in $D_{i}$, links, and coves. Overlaps are ignored.

Definition 3 Suppose that $D_{i}$ is a disc and $U$ is the union of crossways: by the arguments in Lemma 3, $D_{i} \cap U$ has $O(1)$ components. Different components may be part of the same hub. Let $K_{1}, \ldots, K_{k}$ be these components. In Figure 4 they are shaded. (Only crossways are considered here; possible overlaps are omitted from the figure.)

$$
X=D_{i} \backslash K_{1} \ldots \backslash K_{k}
$$

has a potentially unbounded number of components, but if we distinguish links from coves there is a bounded number of links.
$A$ link in $D_{i}$ is either $D_{i}$ itself, if $k=0\left(D_{i}\right.$ has no crossways), or it is (the closure of) a component of the above subset $X$ of $D_{i}$ whose intersection with $\partial D_{i}$ is nonempty and disconnected.
$A$ cove is a component whose intersection with $\partial D_{i}$ is nonempty and connected.

An external link segment is a connected component of $L \cap \partial D_{i}$, where $L$ is a link in $D_{i}$.

Lemma 4 In each disc $D_{i}$ there are $O(1)$ links and external link segments. ${ }^{1}$

Proof. From the links one can derive a recursive partition of the set $K_{1}, \ldots, K_{k}$, a tree structure in which there are $\leq 2 k$ internal nodes, matching the external link segments: but $k$ is bounded.

Corollary 5 There are $O(n)$ overlaps.
Proof. There are $O(n)$ links and hubs; retract the overlaps to become very thin; choose centres in all links and hubs; one can thread paths joining centres through the overlaps; because of bounded intersection and planarity considerations, there are $O(n)$ overlaps.

The overlaps can be further retracted until they become empty, making all overlaps disappear. This reduces the number of features by $O(n)$, and from now on we assume there are no overlaps, only crossways.

[^24]Definition 4 We may assume $\bigcup D_{i}$ is connected, since its feature complexity is the sum of those of its connected components.

A hole is the closure of a connected component of $S^{2} \backslash \bigcup D_{i}$.

Since the union is connected, every hole is simply connected.

Lemma 6 Combinatorial lemma: if $\bigcup_{1}^{n} D_{i}$ is connected, then by re-ordering the list $D_{1}, \ldots, D_{n}$ if necessary, it can be arranged that every partial union $\bigcup_{1}^{k} D_{i}, 1 \leq k \leq n$, is connected.

Lemma 7 There are $O(n)$ pairs $D_{i}, H_{j}$ where $H_{j}$ is a hole incident to $D_{i}$.

Proof. We can assume that $\bigcup_{1}^{k} D_{i}$ is connected for $1 \leq k \leq n$. We apply (forward) induction on $k$. Suppose the disc $D_{k}$ is added to an existing union $\bigcup_{1}^{k-1} D_{i}(k \geq 2)$. It is enough to show that $O(1)$ new holes are created.

The number of holes is increased by virtue of an existing hole, or holes, $H$, being split into several, $H_{1}, \ldots, H_{\ell}$, by $D_{k}$. The holes are always simply connected.

Let $H_{r}$ and $H_{s}$ be holes, part of the same hole $H$ split by $D_{k} . H$ is (simply) connected. Consider any path in $H$ joining points $y_{r}$ and $y_{s}$ interior to $H_{r}$ and $H_{s}$. The path crosses $\partial D_{k}$ at least twice. If the path wanders into a cove from $H_{r}$, it must wander out again without leaving $H_{r}$. So the path must cross some external link segment incident to $H_{r}$. Thus all the holes $H_{r}$ are incident to external link segments in $D_{k}$ : there are $O(1)$ external link segments, so adding the disc $D_{k}$ creates $O(1)$ new holes.

Corollary 8 There exist constants $s$ and $t$ such that $\cup D_{i}$ has feature complexity $O\left(\lambda_{s}(t n)\right)$.

Proof. For any $H_{i}$, suppose there are $t_{i}$ discs $D_{j}$ sharing an edge with $H_{i} ; \sum_{i} t_{i} \leq t n$ for some constant $t$.

Let $e_{1}, \ldots, e_{k}$ be the edges incident to $H_{i}$, in anticlockwise order; each edge is on one of the discs $D_{j}$, and if we take the corresponding list of discs $D_{j}$, with repetitions, since the discs have bounded intersection number, we have a Davenport-Schinzel sequence. Therefore for some constant $s, H_{i}$ has $\leq \lambda_{s}\left(t_{i}\right)$ edges. Adding, $\bigcup D_{j}$ has $O\left(\lambda_{s}(t n)\right)$ features.

## 4 Compact families of discs

The obvious metric connecting compact sets is the Hausdorff distance whose definition we omit to save space. We refer to [1] for important facts about the Hausdorff metric.

We need a finer metric on the space of closed discs in $S^{2}$.

The definition of 'compact family of discs' in $S^{2}$ is chosen to ensure that every such family has positive crossing content. It is reasonable to parametrise the discs $D$ by a mapping $f:[0,2 \pi] \rightarrow S^{2}$ so that $\partial D$ is the image of $f$, a Jordan curve, with $D$ to its left.

As noted before, the maps $f$ should be semialgebraic of bounded degree, to ensure bounded intersection.
Clearly we can take two triangles in the plane and move them around so that they have a crossway of arbitrarily small area. This is because the triangle boundaries are not differentiable. So the maps $f$ should be continuously differentiable.


Figure 5: positive crossing content needs differentiable boundaries.

Definition 5 The $C^{1}$ metric on $C^{1}$ maps: $[0,2 \pi] \rightarrow$ $S^{2}$ is

$$
\max \left(\sup _{0 \leq t \leq 2 \pi}\|f(t)-g(t)\|, \sup _{0 \leq t \leq 2 \pi}\left\|f^{\prime}(t)-g^{\prime}(t)\right\|\right)
$$

A family $\mathcal{F}$ of discs, parametrised by continuously differentiable maps $f$, is compact if it is a compact space under the $C^{1}$ metric.

The crux of the proof that compact families of discs have positive crossing content (Lemma 2) is: if $K$ is a connected component of $D \cap E$ and $\mu(K)=0$, then $K$ must be a subinterval of $\partial D \cap \partial E$, and $D$ and $E$ must be locally on opposite sides of $K$. If we perturb $D$ and $E$ slightly, we can only introduce overlaps near $K$, not crossways.

## 5 Compact families of convex bodies

For reasons of space, the remainder is very sketchy. We consider a family $\mathcal{G}$ of convex bodies in $\mathbb{R}^{3}$. Such bodies are parametrised by maps $f$, but implicitly rather than explicitly: that is, each body should be described as

$$
B_{f}=\{x: f(x) \leq 1\}
$$

where $f$ is a $C^{2}$ function with nonzero first derivative and positive definite second derivative and bounded algebraic complexity. There is a $C^{2}$ metric on such functions $f$. The family $\mathcal{G}$ is compact if it is compact under the $C^{2}$ metric.

Proposition 9 Let $\Pi$ be the family of pre-seams from disjoint or tangential pairs $B_{1}, B_{2}$ drawn from
$\mathcal{G}$. The pre-seam map is continuous on these pairs and the discs the pre-seams bound is a compact family.

Proof. Laborious: see [5].
There is an immediate corollary.
Corollary 10 Let $S$ be a set of $n$ disjoint convex bodies in $\mathbb{R}^{3}$ drawn from a compact family $\mathcal{G}$. Then there exist constants $s$ and $t$ so that the convex hull $H(S)$ has $O\left(n \lambda_{s}(t n)\right)$ features.

## 6 The Davenport-Schinzel effect

While it is doubtful that Corollary 10 is sharp, nonlinear effects are unavoidable when positive crossing content is invoked. Superlinear complexity of the lower envelopes of line-segments (see, for instance, [4]) carries over to polygonal discs with positive crossing content, as Figure 6 suggests.


Figure 6: nonlinear effect with arbitrarily large crossing content.
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#### Abstract

We consider staged self-assembly, in which squareshaped Wang tiles can be added to bins in several stages. Within these bins the tiles may connect to each other, depending on the glue types of their edges. In general, self-assembly constructs complex (polyomino-shaped) structures from a limited set of square tiles. Previous work by Demaine et al. considered a setting in which assembly proceeds in stages. It was shown that a relatively small number of tile types suffices to produce arbitrary shapes; however, these constructions were only based on a spanning tree of the geometric shape, so they did not produce full connectivity of the underlying grid graph. We present new systems for stages assembly to assemble a fully connected polyomino in $O\left(\log ^{2} n\right)$ stages. Our construction works even for shapes with holes and uses only a constant number of glues and tiles.


## 1 Introduction

In self-assembly, a set of simple tiles form complex structures without any active or deliberate handling of individual components. Instead, the overall construction is governed by a simple set of rules, which describe how mixing the tiles leads to bonding between them and eventually a geometric shape.

The leading theoretical model for self-assembly is the abstract tile-assembly model (aTAM). It was first introduced by Winfree $[12,9]$. The tiles used in this model are building blocks called Wang tiles [11], which are unrotatable squares with a specific glue on each side. Equal glues have a connection strength and may stick together. If two partial assemblies ("supertiles") want to assemble, then the sum of the glue strength along the linkage needs to be at least some minimum value $\tau$, which is called the temperature. While assembling some shapes we consider the minimum number of distinct tiles to uniquely assemble this shape; this is called the tile complexitiy $t$. Apart from that we also consider a minimum number of glues, which is the glue complexitiy $g$. Clearly, $g \leq t \leq g^{4}$.

In this paper we consider the staged tile assembly model introduced by Demaine et al. [3]. In this model

[^25]the assembly process is split into sequential stages that are kept in separate bins, with supertiles from earlier stages mixed together consecutively to gain some new supertiles. We can either add a new tile to an existing bin, or we pour one bin into another bin, such that the content of both get mixed. Hence, there are bins at each stage. Unassembled parts get removed. The overall number of necessary stages and bins are the stage complexity and the bin complexity. Demaine et al. [3] achieved a number of results that are summarized in Table 1. Most notably, they were able to come up with a system (based on utilizing a spanning tree) that can produce arbitrary shapes in $O($ diameter $)$ many stages, $O(\log n)$ bins and a constant number of glues; the downside is that the resulting shapes are not fully connected.

### 1.1 Our results

We show that there is a staged assembly system for an arbitrary polyomino with the following properties:

1. polylogarithmic stage complexity
2. constant glue and tile complexity
3. constant scale factor
4. full connectivity

We show how to assemble an arbitrary polyomino even with holes. Most methods of Demaine et al. using a constant number of glues and tiles have either a big stage complexity or the build polyomino is not fully connected. We use a polylogarithmic number of stages with full connectivity and still use a constant number of glues and tiles. On the other hand, we use a small constant scale factor for the assembled shapes. Table 1 gives an overview of the methods which uses a constant number of glues and tiles.

### 1.2 Related work

As mentioned above, we stick to the aTAM. For other models, see [1]. Other related geometric work by Cannon et al. [2] and Demaine et al. [4] considers reductions between different systems, often based on geometric properties. Fu et al. [6] use geometric tiles in a generalized tile assembly model to assemble shapes [6]. Fekete et al. [5] study the power of using more complicated polyominoes as tiles.

| Lines and Squares | Glues | Tiles | Bins | Stages | $\tau$ | Scale | Conn. | Planar |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Line [3] (sect. 2.1) | 3 | 6 | 7 | $O(\log n)$ | 1 | 1 | full | yes |
| Square - Jigsaw techn. [3] (sect. 2.2) | 9 | $O(1)$ | $O(1)$ | $O(\log n)$ | 1 | 1 | full | yes |
| Square - $\tau=2$ (sect. 2.3) | 4 | $O(1)$ | $O(1)$ | $O(\log n)$ | 2 | 1 | full | yes |


| Arbitrary Shapes | Glues | Tiles | Bins | Stages | $\tau$ | Scale | Conn. | Planar |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Spanning Tree Method [3] | 2 | 16 | $O(\log n)$ | $O($ diameter $)$ | 1 | 1 | partial | no |
| Simple Shapes [3] | 8 | $O(1)$ | $O(n)$ | $O(n)$ | 1 | 2 | full | no |
| Simple Shapes (sect. 3.2) | 18 | $O(1)$ | $O(\|V\|)$ | $O\left(\log ^{2} n\right)$ | 1 | 4 | full | no |
| Monotone Shapes [3] (sect. 3.1) | 9 | $O(1)$ | $O(n)$ | $O(\log n)$ | 1 | 1 | full | yes |
| Shape with holes (sect. 3.3) | 7 | $O(1)$ | $O(\|V\|)$ | $O\left(\log ^{2} n\right)$ | 2 | 3 | full | no |

Table 1: Overview of some results from Demaine et al. [3] and us using a constant number of glues and tiles. Also pictured are bin complexity, stage complexity, temperature, scale factor, connectivity and planarity. $n$ is the side length of a smalles bounding square and $V$ are the vertices of the polyomino.

Using stages has received attention in DNA self assembly. Reif [8] uses a step-wise model for parallel computing. Park et al. [7] consider assembly techniques with hierarchies to assemble DNA lattices. Somei et al. [10] use a stepwise assembly of DNA tiles. None of these works considers complexity aspects.

## 2 Lines and Squares

We start with staged assembly for lines and squares. While the results of Section 2.1 and 2.2 are due to [3], Section 2.3 states a new result.

## $2.1 \quad 1 \times n$ lines

Theorem 1 A $1 \times n$-line can be assembled with a $\tau=1$ staged assembly system using $O(\log n)$ stages, 3 glues, 6 tiles and 7 bins.

## $2.2 \quad n \times n$ squares (divide and conquer)

Making use of a "jigsaw" technique, Demaine et al. [3] were able to come up with an efficient method that is

Theorem 2 An $n \times n$-square can be assembled with full connectivity in $O(\log n)$ stages with 9 glues, $O(1)$ tiles, $O(1)$ bins, and $\tau=1$.

## $2.3 n \times n$ squares with $\tau=2$

For $\tau=2$ assembly systems, it is possible to come up with more efficient ways of constructing a square. The construction is based on an idea by Rothemund and Winfree (see [9]), which we adapt to staged assembly. Basically, it consists of connecting two lines by a corner tile, before filling up this frame; see Figure 1.

Theorem 3 There exists a $\tau=2$ assembly system for a fully connected $n \times n$ square with $O(\log n)$ stages, 4 glues, 14 tiles and 7 bins.


Figure 1: First: Construction for square assembly. Second: Filling up the square. Third: Intermediate Result: some tiles have been assembled to the backbone. Fourth: Fully assembled square.

Proof. First we need to construct the $1 \times(n-1)$ lines with strength 2 glues. We know from Theorem 1 that a line can be constructed in $O(\log n)$ stages, 3 glues, 6 tiles and 7 bins. Because both lines are perpendicular they will not connect. Therefore we can use all 7 bins to construct both lines parallel. For each line we use tiles such that the side, which is directed to the inner side of the square, has a strength 1 glue. In the next stage we mix together the single corner tile with the two lines. In the last step we add a tile with the strength 1 glues on all four sides. When the square is filled no further tile will be connecting because every connection would have a strength sum of 1 .

Overall we needed $O(\log n)$ stages with 4 glues (3 for the construction, 1 for filling up the square), 14 tiles ( 6 for each line, 1 for the corner tile, 1 for filling up the square) and 7 bins for the parallel construction of the two lines.

## 3 Assembling Polyominoes

Now we describe approaches for assembling arbitrary polyominoes.

### 3.1 Monotone shapes

For monotone shapes, [3] showed the following.

Theorem 4 A monotone polyomino can be assembled with full connectivity in a $\tau=1$ staged assembly system in $O(\log n)$ stages using 9 glues, $O(1)$ tiles and $O(n)$ bins.

### 3.2 Simple shapes

We present a system for building simple polyominoes. The main idea comes from [3], i.e., splitting the polyomino into strips. Then an arbitrary strip gets assembled piece by piece and if there is a component which can assemble to the currently strip then we create the component and attach it to the strip.

Our new staged assembly system partitions the polyomino into rectangles and uses them to assemble the whole polyomino. We may use more bins than the old method, but we have an improvement in the stage complexity. We first consider a building block, see Figure 2. Details are omitted due to limited space.

Lemma $1 A 2 n \times 2 n$ square which has at most two tabs each top or left side and at most two pockets each bottom or right side (see Figure 2) can be assembled with $O(\log n)$ stages, 9 glues, $O(1)$ tiles and $O(1)$ bins at $\tau=1$.


Figure 2: A square (green) with tabs on top and left side (yellow) and pockets on bottom and right side.

This construction works equally well for modified $2 n \times 2 m$ rectangles. Hence, we can search for a decomposition of a simple polyomino into components of this type.

Theorem 5 Let $V$ be the set of vertices of the polyomino. There exists a $\tau=1$ staged assembly system that constructs a fully connected simple polyomino in $O\left(\log ^{2} n\right)$ stages with 18 glues, $O(1)$ tiles, $O(|V|)$ bins and scale factor 4 .

Proof. Details are omitted for lack of space. The main idea is to cut the polyomino into rectangles. These rectangles are recursively divided into subsets, and assembled making use of jigsaw techniques.

Overall we have $O(\log n)$ stages to assemble the $O(|V|)$ rectangles with $O(1)$ bins for each rectangle plus $O\left(\log ^{2} n\right)$ stages to assemble the polyomino from the rectangles which are in total $O\left(\log ^{2} n\right)$ stages and $O(|V|)$ bins. For the rectangles we need 9 glues and 9 glues for the remaining assemblage, hence, in total 18 glues and with it $O(1)$ tiles. To uniquely assemble the polyomino we need to scale it by a factor of 4 in total (scaled by 2 two times). That is, we replace each tile by a $4 \times 4$ supertile.


Figure 3: Left: A chosen rectangle (orange) which splits the polyomino into components (green). Middle: Decomposition of splitting rectangle. Right: Decomposition of the components.

### 3.3 Temperature $\tau=2$ assembly

The idea for assembling polyominoes with holes at $\tau=2$ is similar to squares. To this end, we construct a backbone. For an arbitrary polyomino scaled by a factor 3 , this is a spanning construct formed with the following line types:

1. the lines on the left boundary of the polyomino or right boundary of a hole,
2. the lines on the right boundary of the polyomino or left boundary of a hole,
3. the lines on the upper boundary of the polyomino or lower boundary of a hole,
4. the lines on the lower boundary of the polyomino or upper boundary of a hole.
5. the lines that connect two components along the first row of an $3 \times 3$ supertile.

In order to avoid cycle in this construction, we leave out the lowest leftmost line on the boundary of the polyomino and the highest rightmost line on the boundary of each hole. Moreover, the fifth line type can be found by moving left from a leftmost (and lowest in case of ties) tile of each hole until a line gets hit. Hence, the construction yields a simple shape. An example for a backbone can be found in Figure 4.


Figure 4: Left: A scaled polyomino with one hole. Middle: Backbone without the fifth type of lines. Right: Complete Backbone of the shape.

Lemma 2 Let $V$ be the set of vertices of a polyomino $P$. After scaling $P$ by a factor of 3 , the corresponding backbone can be assembled in $O\left(\log ^{2} n\right)$ stages with 4 glues, $O(1)$ tiles and $O(|V|)$ bins.

Proof. The backbone consists of two types: lines and connection tiles (see Figure 5). Observe that each connection tile has either two or three adjacent lines. Hence, in the adjacency graph they would have degree two and three respectively.


Figure 5: Left: A backbone of a polyomino. Right: A backbone decomposed into lines (green) and connection tiles (yellow).

The construction proceeds in three steps. Details are omitted due to space constraints. In total we use 4 glues, $O(1)$ tiles and $O(|V|)$ bins to assemble a backbone for a given polyomino within $O\left(\log ^{2} n+2\right.$. $\log n)=O\left(\log ^{2} n\right)$ stages.

We can now use this idea to construct any polyomino by assembling its backbone and then filling up:

Theorem 6 Let $V$ be the set of vertices of the polyomino. Then there is a $\tau=2$ staged assembly system that constructs a fully connected arbitrary polyomino in $O\left(\log ^{2} n\right)$ stages, 7 glues, $O(1)$ tiles, $O(|V|)$ bins and scale factor 3 .

Proof. The construction proceeds in two parts; again, we have to omit details. For the first part we present a construction such that no tile gets to an unwanted position while filling up the polyomino.


Figure 6: Glue chart for $3 \times 3$ tiles to fill up the shape. Blue glue $\wedge g 1$, orange glue $\wedge g 2$ and red glue $\hat{=} g 3$.

To fill up the polyomino we mix the nine kinds of tiles (see Figure 6) plus the backbone in one bin. In total we need $O\left(\log ^{2} n\right)$ stages, 7 glues, $O(1)$ tiles and $O(|V|)$ bins to assemble a fully connected polyomino, scaled by a factor 3 from the target shape.

## 4 Future Work

Our new methods have the same stage and bin complexity and use quite a small number of glues. Because the bin complexity is in $O(|V|)$ for some polyomino with $V$ as the set of vertices, we may need many bins if the polyomino has many vertices. Hence,
both methods are good for slightly branched polyominoes. This raises the question for a staged assembly system with the same complexities but a better bin complexity for polyominoes with many vertices, i.e., if $|V| \in O\left(n^{2}\right)$ ?

Another interesting challenge is to come up with a more efficient system for an arbitrary polyomino. Is there a staged assembly system of stage complexity $o\left(\log ^{2} n\right)$ without increasing the other complexities? In total we think that both methods are a good approach to assemble a polyomino although the number of bins may be a really big value.
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#### Abstract

This paper addresses the problem of caging an arbitrary polygon in the plane by a finger-wall caging grasp, which consists of a finger of a robot arm and a wall. An object is caged by a finger-wall grasp, when it is impossible for the object to move to an arbitrary placement far from its initial placement without penetrating the finger or the wall. We present an algorithm in $O\left(n^{2} \log n\right)$ time for computing all configurations of the finger-wall grasp which cage a given polygon with $n$ edges. In addition, the output set of all caging grasps can be queried in $O(\log n)$ time to check whether a given arbitrary finger-wall grasp cages the polygon.


## 1 Introduction

Robotic manipulators are designed to perform a wide variety of tasks in production lines of diverse industrial sectors, such as assembly or part orienting. To perform these tasks the robot arm has to first grasp the object in a proper way. Human being, whom robotic researchers have tried to mimic in many areas, to perform pick and place and also transportation, often grasp the object in a way that it can move among the grasping fingers, but cannot escape through them [1]. The caging problem (or capturing problem) was posed by Kuperberg [2] as a problem of finding the set of all placements of fingers which prevent an object from moving arbitrarily far from its given position.

It is generally assumed in the literature that objects are grasped at some point contacts and idealizations such as a line or surface contact can be approximated by two or more point contacts [3]. Fingertip grasps (point contacts) enable precise control of the object and adroit object manipulation, but limit the amount of force which can be exerted on the work piece. Inner-Link grasps where contacts occur at more than one point along a link are more stable in the face of environmental disturbances and can exert higher forces on a grasped object. However, they are geometrically more complicated and consequently more difficult to analyze [4]. Hence, it is important to look

[^26]for the other possible practical grasps in order to reduce the number of point contacts. In everyday life, we frequently lean an object against a flat surface, such as a table or a wall, to constrain its motions. In the planar world, the analog of a wall is a supporting line [5]. Thus, we consider finger-wall grasps in which the finger is represented by a point, and the wall is represented by a line.

There are also some researches on caging polygons by three-finger and two-finger grasps. Pipattanasomporn and Sudsang [6], and Vahedi and van der Stappen [7] independently have solved the problem for two-finger grasps in $O\left(n^{2} \log n\right)$ time, and also constructed a data structure capable of answering queries in $O(\log n)$ time. The running time of both solutions is independent of the complexity of the reported caging grasps. Whereas the number of elements in finger-wall caging grasps are equal to the number of elements in two-finger caging grasps, there are some similarities between these problems solving methods.

In this paper we present an algorithm to find the set of all finger-wall caging grasps of a given polygon in $O(n m \log n)$ where $m$ is the size of the polygon's convex hull. In section 2 some basic definitions and notations are introduced. In section 3 the space configuration is partitioned in order to reduce the search space and in section 4 a graph which represents the search space is constructed. Finally, in section 5 we conclude the paper.

## 2 Preliminaries and Notations

This section addresses the problem of caging a polygon $P$ by a point and a line. Formally, $P$ is caged by a point and a line when its placement lies in a compact valid region of its free configuration space regarding the point and the line as obstacles. Informally, polygon $P$ is caged by a point and a line when it is impossible to take the object to arbitrary placement far from its initial placement without penetrating the point and/or the line. A placement of the point and the line is a caging configuration if the object is caged by that placement of the point and the line. In general it is easier for the explanation to consider the polygon fixed and to move the point and the line instead while keeping their mutual distances fixed. Therefore, $P$ is caged when it is impossible to rigidly move (translate and/or rotate) the point and the line to infinity without penetrating $P$.

The given simple polygon $P$ in the plane is bounded by $n$ edges and is assumed to lie inside $\omega_{1}$ (which $\omega_{i}$ is a circle of radius $i$ centered at $O$ ). Finding the set of all valid configurations of the point and the line that cage $P$ is the target in this paper. The bounded configuration space $\mathcal{F} \subset \mathbb{R}^{4}$ represents the set of all possible configurations of the point and the line. Formally $\mathcal{F}=\mathcal{F}_{p} \times \mathcal{F}_{l}$ in which $\mathcal{F}_{p}$ is the set of all points which lie outside the polygon and inside the $\omega_{1}$ and $\mathcal{F}_{l}$ is the set of points which are obtained from a map of all lines which do not intersect the polygon and do intersect the $\omega_{3}$. It can be proven that any point which lies outside the $\omega_{1}$ is not the point of any caging configuration, also any line which does not intersect the $\omega_{3}$ is not the line of any caging configuration.

A unit trajectory of a point is a continuous function $T p:[0,1] \rightarrow \mathcal{F}_{p}$ that starts at $T p(0) \in \mathcal{F}_{p}$ and terminates at $T p(1) \in \mathcal{F}_{p}$, where $T p(t)$ denotes the position of the point on the plane at a normalized time $t \in[0,1]$. A unit trajectory of a line is a continuous function $T l:[0,1] \rightarrow \mathcal{F}_{l}$ that starts at $T l(0) \in \mathcal{F}_{l}$ and terminates at $T l(1) \in \mathcal{F}_{l}$, where $T l(t)$ denotes the position of the line on the plane at a normalized time $t \in[0,1]$. A synchronized trajectory pair ( $T p, T l$ ) represents the movement of the point and the line, such that $(T p(t), T l(t))$ denotes the system's configuration at a normalized time $t \in[0,1]$.

For $x=(p, l) \in \mathcal{F}$, we refer to the segment which starts at $p$ and ends at its perpendicular intersection point with $l$ (and does not contain the intersection point) as $h[x)$ or $h[p, l) . \quad x$ is a free configuration if $h[x)$ does not intersect the interior of the polygon. A synchronized trajectory pair which starts at $x \in \mathcal{F}$ and terminates at a free configuration is an escape trajectory of $x$. The Euclidean distance from $p$ to $l$ is represented by $d(x)$. Separation distance of the synchronized trajectory pair $(T p, T l)$ is the maximum distance from $T p(t)$ to $T l(t)$ during the trajectory, and is represented by $S d(T p, T l)=\max _{0 \leq t \leq 1} d(T p(t), T l(t))$. The critical distance of $x$ is the minimum separation distance of all escape trajectories of $x$ and is represented by $c d(x)=\min _{\forall(T p, T l)} S d(T p, T l)$ where $(T p, T l)$ is an escape trajectory of $x$. Obviously, for any $x \in \mathcal{F}$ there is $c d(x) \geq d(x)$.

Proposition $1 x \in \mathcal{F}$ is a caging configuration if and only if $c d(x)>d(x)$.

Caging configurations $x$ and $x^{\prime}$ are connected if there is a synchronized trajectory pair from $x$ to $x^{\prime}$ in which all configurations are caging. We refer to a maximal connected set of caging configurations as a maximal caging set.

Lemma 2 If $x$ is a caging configuration and there is a synchronized trajectory pair ( $T p, T l$ ) from $x$ to $x^{\prime}$ that $S d(T p, T l)<c d(x)$ then $x$ and $x^{\prime}$ are connected.

Lemma 3 If $x$ and $x^{\prime}$ are connected, $c d(x)=c d\left(x^{\prime}\right)$.
Regarding the proposition 1 computing the critical distance of all configurations is sufficient to find the caging configurations. According to Lemma 3 the critical distance of all members of a maximal caging set are equal. Hence, in the following, the critical distance of maximal caging sets are computed by partitioning the configuration space and creating a corresponding graph.

## 3 Configutation Space Partitioning

The vertices of the polygon $P$ in counterclockwise order are called $v_{1}, v_{2}, \ldots, v_{n}$ and its edges are called $e_{i}=v_{i} v_{i+1}\left(1 \leq i \leq n\right.$ and $\left.v_{n+1}=v_{1}\right)$. The vertices of the convex hull of $P$ in counterclockwise order are called $V_{1}, V_{2}, \ldots, V_{m}$ in which $m=|C H(P)|$ and its edges are called $E_{j}=V_{j} V_{j+1}(1 \leq j \leq m$ and $V_{m+1}=V_{1}$ ). We represent a partitioning for the configuration space, such that the resulting cells of the partitioning do not have intersections with each other unless in their boundaries. $x=(p, l) \in \mathcal{F}$ is in cell $F_{i j} \subset \mathcal{F}$, if $e_{i}$ is the first edge of $P$ that intersects with segment $h[p, l)$ and $V_{j}$ is the nearest vertex of $C H(P)$ to line $l$. And $x=(p, l) \in \mathcal{F}$ is in cell $F_{\text {free }} \subset \mathcal{F}$ if $h[p, l)$ does not intersect $P$. Furthermore, we split some cells into two or three cells in order to make cells reaching some properties. In the following, the two types of split functions are introduced.

For $F_{i j} \subset \mathcal{F}$ we call the line which is along $E_{j-1}$ as the left boundary line or $L b$ for short, and the line which is along $E_{j}$ as the right boundary line or $R b$ for short. Directions of $L b$ and $R b$ show the range of directions for the line of $F_{i j}$ 's configurations.

Type 1: If there is a configuration $\left(p_{0}, l_{0}\right) \in F_{i j}$ in which $l_{0}$ passes through $V_{j}$ and directions of $l_{0}$ and $e_{i}$ are equal, then split the $F_{i j}$ into two cells of $F_{i j}^{l}$ and $F_{i j}^{r}$. Cell $F_{i j}^{l}$ contains $(p, l) \in F_{i j}$ in which the direction of $l$ is between directions of $L b$ and $l_{0}$, and cell $F_{i j}^{r}$ contains $(p, l) \in F_{i j}$ in which the direction of $l$ is between directions of $l_{0}$ and $R b$. By this split the line direction of a cell's configurations are all greater or all smaller than the direction of $e_{i}$.

Type 2: For cell $F_{i j}^{k}(k \in\{n u l l, r, l\})$ and its boundary lines $L b$ and $R b$, we call the endpoint of $e_{i}$, which has the smaller summation of distances from $L b$ and $R b$, as nearest endpoint or $N$ for short. If there is a configuration $\left(p_{0}, l_{0}\right) \in F_{i j}^{k}$ in which $l_{0}$ passes through $V_{j}$ and is perpendicular to $N V_{j}$, then split the $F_{i j}^{k}$ into two cells of $F_{i j}^{l^{\prime}}$ and $F_{i j}^{r^{\prime}}$. Cell $F_{i j}^{l^{\prime}}$ contains $(p, l) \in F_{i j}^{k}$ in which the direction of $l$ is between directions of $L b$ and $l_{0}$, and cell $F_{i j}^{r^{\prime}}$ contains $(p, l) \in F_{i j}^{k}$ in which the direction of $l$ is between directions of $l_{0}$ and $R b$. By this split the line direction of a cell's configurations are all greater or all smaller than the direction of the perpendicular line to $N V_{j}$.

Finally the number of obtained cells is of the order of $O(n m)$. Regarding the properties of cells it can be observed that, for $\left(p_{0}, l_{0}\right) \in F_{i j}^{k}\left(k \in\left\{n u l l, r, l, r^{\prime}, l^{\prime}\right\}\right)$ in which $p_{0} \in e_{i}$, if $p_{0}$ goes to $N$ along $e_{i}$ while the line is static, the distance of the point and the line decreases in the trajectory. Also for $\left(N, l_{0}\right) \in F_{i j}^{k}$ in which $l_{0}$ passes through $V_{j}$, if $l_{0}$ rotates around $V_{j}$ to $L b$ or $R b$ while the point is static at $N$, the distance of the point and the line change strictly monotonic in any of both trajectories. Configuration $x_{\text {min }} \in F_{i j}^{k}$ is a local minima of $F_{i j}^{k}$ if for all $x \in F_{i j}^{k}$ there is $d\left(x_{\text {min }}\right) \leq d(x)$. Therefore, $x_{\text {min }}=(N, B)$ where $B$ is either $L b$ or $R b$ which is the nearest one to $N$.

Lemma 4 If $x_{\text {min }}$ is the local minima of $F_{i j}^{k}$, for any $x \in F_{i j}^{k}$ there is a trajectory that starts at $x$ and ends at $x_{\min }$ in which the distance of the point and the line decreases.

Proof. Construct the trajectory which starts at $x=$ ( $p, l$ ) and continues by getting $p$ and $l$ close to each other along $h[x)$, and terminates at $x^{\prime}=\left(p^{\prime}, l^{\prime}\right)$ in which $p^{\prime}$ is the intersection of $h[x)$ with $e_{i}$ and $l^{\prime}$ is the parallel line to $l$ passing through $V_{j}$. The trajectory continues by moving $p^{\prime}$ along $e_{i}$ to $N$ while the line $l^{\prime}$ is static, and then continues by rotating $l^{\prime}$ to $B$ while the point is static at $N$. Obviously the final configuration is $x_{\text {min }}=(N, B)$ and the distance between the point and the line decreases during the trajectory.

Lemma 5 Any cell which is obtained from the configuration space partitioning has intersection with at most one maximal caging set.

Proof. If $x_{\text {min }}$ is the local minima of $F_{i j}^{k}$ and $x_{0} \in F_{i j}^{k}$ is a caging configuration, there is a trajectory with separation distance of $d\left(x_{0}\right)$ which starts at $x_{0}$ and terminates at $x_{\text {min }}$ (Lemma 4); thus, $x_{0}$ and $x_{\text {min }}$ are connected (Lemma 2). In results $x_{m i n}, x$ and similarly all the other caging configurations of $F_{i j}^{k}$ are members of the same maximal caging set.

Conclusion: $F_{i j}^{k}$ has intersection with a maximal caging set if and only if the local minima of $F_{i j}^{k}$ is a caging configuration.

Lemma 6 If $x_{\text {min }}$ is the local minima of $F_{i j}^{k}$ then $\min _{x \in F_{i j}^{k}} c d(x)=c d\left(x_{\text {min }}\right)$.

Proof. If $x_{\text {min }}$ is not a caging configuration then there is not any caging configuration in $F_{i j}^{k}$ (Lemma 5) and $c d(x)=d(x)$ for all $x \in F_{i j}^{k}$. In results $\min c d(x)=\min d(x)=d\left(x_{\text {min }}\right)=c d\left(x_{\text {min }}\right)$. If $x_{\text {min }}$ is a caging configuration, assume to the contrary that there is $x_{0} \in F_{i j}^{k}$ for which $c d\left(x_{0}\right)<c d\left(x_{\min }\right)$. According to Lemma 4 there is a trajectory from $x_{0}$ to $x_{\text {min }}$ with separation distance of $d\left(x_{0}\right)$ which is
$d\left(x_{0}\right) \leq c d\left(x_{0}\right)<c d\left(x_{\text {min }}\right)$. So on the reverse trajectory is the one from the caging configuration $x_{\min }$ to $x$ with separation distance of less than $c d\left(x_{\min }\right)$. So $c d(x)=c d\left(x_{\text {min }}\right)($ Lemma 2), which contradicts our assumption. Thus, $c d(x) \geq c d\left(x_{\text {min }}\right)$ for all $x \in F_{i j}^{k}$ and it results min $c d(x)=c d\left(x_{\text {min }}\right)$.

Theorem 7 Any $x \in F_{i j}^{k}$ is a caging configuration if and only if $d(x)<c d\left(x_{\text {min }}\right)$.

Proof. If $x$ is a caging configuration we have $d(x)<$ $c d(x)$, also $x$ and $x_{\text {min }}$ are connected (Lemma 2); and $c d(x)=c d\left(x_{\text {min }}\right)$ (Lemma 3); so, $d(x)<c d\left(x_{\text {min }}\right)$. If $d(x)<c d\left(x_{\text {min }}\right)$ it is equal to $d(x)<\min _{x \in F_{i j}^{k}} c d(x)$ (Lemma 6) ; hence, $d(x)<c d(x)$ and it means that $x$ is a caging configuration.

Regarding the Theorem 7, in order to find the set of caging configurations of a cell, it is sufficient to compute the critical distance of the cell's local minima -called critical distance of the cell. In the following, computing the critical distance of cells is discussed.

## 4 Finding Critical Distance of Cells

Considering $x_{b}=\left(p_{b}, l_{b}\right) \in \mathcal{F}$ such that $p_{b}$ is on the boundary of the polygon and $l_{b}$ is a tangent line to the polygon. For escape trajectory $(T p, T l)$ of $x_{b}$, the corresponding squeezed escape trajectory ( $T p_{s}, T l_{s}$ ) with smaller separation distance is constructed in 3 steps. In the first step, for $t \in\left[0, t^{\prime}\right]$ when $t^{\prime}$ is the smallest value that $\left(T p\left(t^{\prime}\right), T l\left(t^{\prime}\right)\right)$ is a free configuration, call the first intersection point of $h[T p(t), T l(t))$ with the polygon as $T p^{\prime}(t)$, and from the two lines which are parallel to $T l(t)$ and tangent to the polygon call the nearest one to $T l(t)$ as $T l^{\prime}(t)$. Obviously the separation distance of $\left(T p^{\prime}, T l^{\prime}\right)$ is smaller than or equal to the separation distance of $(T p, T l)$. In the second step, if $T p^{\prime}$ is discontinuous, add segments between each two consecutive discontinuous points to make the continuous trajectory $T p^{\prime \prime}$, so the separation distance of $\left(T p^{\prime \prime}, T l^{\prime}\right)$ and $\left(T p^{\prime}, T l^{\prime}\right)$ in $\left[0, t^{\prime}\right]$ are equal. In the third step, scale $t^{\prime}$ in order to make a synchronized trajectory pair in $[0,1]$. We refer to the obtained trajectory as squeezed escape trajectory and represent it with $\left(T p_{s}, T l_{s}\right)$. Obviously $S d\left(T p_{s}, T l_{s}\right) \leq S d(T p, T l)$. Thus, to find the critical distance of $x_{b}$ computing the separation distance of all different squeezed escape trajectories is sufficient. Since the local minima of a cell, which was represented by $x_{\text {min }}=(N, B)$, has the properties of $x_{b}$, in order to find the critical distance of a cell, we will compute the separation distance of all squeezed escape trajectories of the cell's local minima. In the following, the relationship among critical distances of adjacent cells have been formalized.

Consider $B\left(F_{i}, F_{j}\right)$ represents the set of configurations which are in common boundaries of $F_{i}$ and $F_{j}$. If $x_{1} \in B\left(F_{i}, F_{j}\right)$ and $x_{2} \in B\left(F_{j}, F_{k}\right)$ there are two trajectories, one from $x_{1}$ and the other from $x_{2}$ to local minima of $F_{j}$ with separation distances of respectively $d\left(x_{1}\right)$ and $d\left(x_{2}\right)$. Hence, there is a trajectory from $x_{1}$ to $x_{2}$ with separation distance of $\max \left\{d\left(x_{1}\right), d\left(x_{2}\right)\right\}$. It concludes that for a squeezed escape trajectory which starts at $x_{0}$ and passes through $F_{1}, F_{2}, \ldots, F_{f}, F_{\text {free }}$ the separation distance is $\max _{1 \leq i \leq f}\left\{d\left(x_{i}\right)\right\}$ where $x_{i} \in B\left(F_{i}, F_{i+1}\right)$. Thus, among all squeezed escape trajectories passing through $F_{1}, \ldots, F_{f}, F_{\text {free }}$ the one which passes through the local minima of common boundaries' configurations has the minimum separation distance.

There is a transition between each two cells $F_{i}$ and $F_{j}$ if $B\left(F_{i}, F_{j}\right) \neq \emptyset$, and the cost of the transition is equal to the minimum of $d(x)$ for all $x \in B\left(F_{i}, F_{j}\right)$. In the worst case situation, the number of transitions that a cell is associated with can be as high as $O(n)$. Fortunately, we found out there are only $O(1)$ transitions associating with a cell, which are called basic transitions, that have effects on the computation of separation distance of any squeezed escape trajectory.

Theorem 8 If there is a transition between $F_{1}$ and $F_{2}$ with the cost of $d\left(x_{12}\right)$, there is a sequence of basic transitions that starts at $F_{1}$ and ends at $F_{2}$, in which the maximum cost of the basic transitions are less than or equal to $d\left(x_{12}\right)$.

For $x_{\min } \in F_{i}$, any squeezed escape trajectory is corresponding to a sequence of cells starting at $F_{i}$ and ending at $F_{\text {free }}$. Thus in order to compute the $c d\left(x_{\text {min }}\right)$ which is the minimum separation distance of all squeezed escape trajectories for $x_{m i n}$, we should find the minimum of maximum of basic transitions' cost in any sequence of cells starting at $F_{i}$ and ending at $F_{\text {free }}$. In this paper the basic transitions are not described; however, finding the basic transitions and their cost is of order $O(n m \log n)$ by running $O(n m)$ times of Ray shooting algorithm. From insights we have obtained so far, we are now ready to concrete the definition of our search space.

Connectivity graph $G=\left(V_{G}, E_{G}\right)$ is a weighted graph that any vertex $v g_{i} \in V_{G}$ corresponds to cell $F_{i} \subset \mathcal{F}$ and any edge $e_{i j} \in E_{G}$ corresponds to a basic transition between two cells $F_{i}$ and $F_{j}$, and its weight is equal to the cost of the basic transition which is called $w_{i j}$. Also critical distance of $v g_{i} \in V_{G}$ is equal to the critical distance of $F_{i}$ which is called $D\left(v g_{i}\right)$.

Theorem 9 For any $v g_{i} \in V_{G}$ if $N\left(v g_{i}\right) \subset V_{G}$ is the set of all vertices which are adjacent to $v g_{i}$, then $D\left(v g_{i}\right)=\min _{v g_{j} \in N\left(v g_{i}\right)}\left(\max \left(D\left(v g_{j}\right), w_{i j}\right)\right)$.

According to the Theorem 9 if $v g_{i}$ and $v g_{j}$ are adjacent vertices of $G$ then $D\left(v g_{i}\right) \leq \max \left\{\left(D\left(v g_{i}\right), w_{i j}\right)\right\}$; To compute the critical distances of vertices we present a slightly modified Dijkstra algorithm. The first step of the algorithm is to initialize the critical distance of all vertices as infinite except the critical distance of $v g_{f r e e}$, which corresponds to cell $F_{\text {free }} \subset \mathcal{F}$, as zero. In each step a vertex $v g_{i}$, which has the minimum critical distance between all the not selected vertices, is selected and the critical distance of its adjacent vertices are updated; If the present critical distance of $v g_{j} \in N\left(v g_{i}\right)$ is greater than $\max \left\{\left(D\left(v g_{i}\right), w_{i j}\right)\right\}$ set $\max \left\{\left(D\left(v g_{i}\right), w_{i j}\right)\right\}$ as the updated critical distance of $v g_{j}$. Then add the $v g_{i}$ to the set of selected vertices. Do the same procedure until all the vertices have been selected. Finally, by having critical distance of vertices, the set of all caging configurations of any cell $F_{i}$, which is represented by $C_{i}=\left\{x \in F_{i} \mid d(x)<D\left(F_{i}\right)=D\left(v g_{i}\right)\right\}$, can be computed. To decide whether a given configuration $x$ is a caging configuration or not, find cell $F_{i}$ that $x \in F_{i}$ by running the Ray shooting algorithm in $O(\log n)$, then $d(x)$ and $D\left(F_{i}\right)$ should be compared.

## 5 Conclusion

It was discussed that computing the critical distance ofl maximal caging sets is sufficient to find all the caging configurations. Thus, the configuration space was partitioned and the critical distance of cells was computed by searching in a graph. Computing the vertices and the edges of the connectivity graph are respectively of the order of $O(n m)$ and $O(n m \log n)$, searching the graph to compute the critical distance of cells is also $O(n m \log n)$. Therefore, the running time of the algorithm is $O(n m \log n)$ and the query can be answered in $O(\log n)$ time.
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#### Abstract

We present the first algorithm to approximate the medial axis of a smooth, closed curve $\gamma \subset \mathbb{R}^{3}$ in subquadratic time. Our algorithm works on a sufficient dense $\varepsilon$-sample and comes with a convergence guaranty for the non-discrete but continuous approximation object.


## 1 Introduction

The medial axis of a geometric shape was originally introduced by Blum [4] and is defined as follows:

Definition 1 The medial axis $M_{\gamma} \subset \mathbb{R}^{3}$ of a smooth, closed curve $\gamma \subset \mathbb{R}^{3}$ is defined as the closure of all points which have at least two closest points from $\gamma$.

Using the medial axis as an implicit representation of the underlying (smooth) shape $\gamma$, the concept of the medial axis has a large variety of applications in theory and practice, see e.g. Dey and Zhao as a survey [8]. Often, $\gamma$ is just given by a discrete point sample. To analyze the density of such point samples, Amenta et al. [2] introduced the local feature size $l f s(\cdot)$. It is defined as the function which maps each point from $\gamma$ onto its distance to $M_{\gamma}$. Based on this, Amenta et al. defined an $\varepsilon$-sample $S$ as a point sample on $\gamma$ so that for each $x \in \gamma$ there is at least one sample point $s \in S$ with $|x s| \leqslant \varepsilon l f s(x)$.

In this paper, we aim for an approach which computes a continuous approximation object $\widetilde{M}_{\gamma}$ of $M_{\gamma}$ so that $\widetilde{M}_{\gamma}$ converges $M_{\gamma}$ for $\varepsilon \rightarrow 0$, only based on an $\varepsilon$-sample and in subquadratic time.

Similar to the surface case, the medial axis of a curve may be a highly unstable object so that arbitrary small changes of $\gamma$ imply large modifications of the medial axis - see [12] for an illustration in the surface case. Hence, the aim to compute an object which realizes a Hausdorff distance to the medial axis which is related to the sampling density, seems to be too ambitious. An alternative approximation quality would be a convergence guarantee for the computed approximation object, as has already been done in previous approaches which deal with similar problem settings $[2,3,5,8,12]$.

[^27]To our best knowledge, our approach is the first one approximating the medial axis $M_{\gamma}$ of an underlying and unknown smooth curve $\gamma \subset \mathbb{R}^{3}$ by a piecewiselinear object, while it simultaneously guarantees a convergence guarantee and a sub quadratic running time w.r.t. $n:=|S|$.

## 2 Preliminaries

Previous algorithms from literature which approximate the medial axes of curves, compute the Voronoi diagram as a subroutine which in turn leads to a quadratic running time in $\mathbb{R}^{3}[2,3,5]$.

In [12], Scheffer and Vahrenhold present an algorithm to approximate the medial axis $M_{\Gamma}$ of an underlying surface $\Gamma$, while providing the same guarantees as we aim for, i.e., a convergence guarantee, a subquadratic running time, and a continuous approximation object. From a high-level point of view, their approach is the following: First compute an asymptotical lower bound $\widetilde{\varepsilon}$ for the sampling density $\varepsilon$. Then approximate for each sample point $s$ its Voronoi cell $\operatorname{Vor}(s)$ up to an error related to $\widetilde{\varepsilon}$ and hence related to the sampling density $\varepsilon$. After that, read out objects from the approximation of $\operatorname{Vor}(s)$ and triangulate these objects by applying a reconstruction of $\Gamma$.

To approximate $M_{\Gamma}$, Scheffer and Vahrenhold [12] compute for each sample point $s$ the two approximate pole points which are defined as the two farthest vertices of the piecewise-linear approximation of $\operatorname{Vor}(s)$ and which lie on different sides of $M_{\Gamma}$. A key property of an approximate pole point $p_{s}$ of a sample point $s$ is that it is an appropriate approximation of the normal $n_{s}$ to the surface in $s$, i.e., $\angle\left(s p_{s}, n_{s}\right) \in \mathcal{O}(\varepsilon)$.

In our case, the normals to the curve $\gamma$ in a sample point $s$ are not given via a line but by a plane which is pierced by $\gamma$ in $s$. Hence, for approximating the whole medial axis $M_{\gamma}$ of a $\gamma \in \mathbb{R}^{3}$ it is not sufficient to compute only two approximate pole points for each sample point.

Finally, Scheffer and Vahrenhold triangulate the approximate pole points by just mapping the topology of a surface reconstruction from the sample points to the approximate pole points. This works since for each sample point there is one approximate pole point in the interior of the surface and one approximate pole point in the outside of the surface. In our case, we
have for each sample point a set of points, see below, which has to be triangulated so that a one-to-one mapping would not be productive for a continuous approximation object.

## 3 The Algorithm

To apply the global approach from [12], there are two issues needed to be addressed:
(1) In our case, the construction of two approximate pole points do not provide an appropriate approximation of the normal plane to $\gamma$ in a sample point $s$. Thus, we compute for each sample point $s$ a point set $\mathcal{E}_{s}$, which we call the equator of $s$ and which shapes a ring around $\gamma$ in $s$.

To obtain a convergence guarantee for the equators and hence for our whole approximation object, we have to relate the density of the equators and the quality of the approximation of the Voronoi cells to the sampling density $\varepsilon$. Unfortunately, the value of $\varepsilon$ is not computable which is caused by the instability of the medial axis. But what we can do is, similar as in [12], that we can compute an asymptotical lower bound $\widetilde{\varepsilon}$ for the sampling density-see Algorithm 4. By relating the density of the equators and the quality of the approximation of the Voronoi cells to $\widetilde{\varepsilon}$, we obtain the desired convergence guarantee for the equators.
(2) In our case, $\gamma$ is a one-dimensional shape, while the union of the equators induces a two-dimensional structure. This implies that only a reconstruction of $\gamma$ is not able to cover the topology of the equators. Hence, we combine the topology of $\gamma$ with the order of the equators around $\gamma$. This leads to a twodimensional structure. In particular, we triangulate the equator points of each pair of sample points which lie neighboured on $\gamma$ seperately. Hence, we first have to compute a piecewise-linear reconstruction $N$ which is homeomorphic to $\gamma$-see Algorithm 2.

### 3.1 Outline of the Algorithm

First, we compute a homeomorphic curve reconstruction $N$ of $\gamma$ in near-linear time. Second, we compute an asymptotical lower bound $\widetilde{\varepsilon}$ for the sampling density by combining a preliminary version of the equators of constant density with a so called control function $\psi$. After that, we compute the final version of the equators, whose densities are related to $\widetilde{\varepsilon}$. And finally, we triangulate the equators by combining $N$ with the ordering of the equators around $N$.

The resulting overall approach is formulated by Algorithm 1.

### 3.2 Near-linear time Curve Reconstruction

Dey and Kumar [7] proposed (by the NN-CRUST) an approach which reconstructs a smooth closed 1-

```
Algorithm 1 Approximating \(M_{\Gamma}\) by a simplicial
complex with a stable convergence guarantee in sub
quadratic time
    function ApproxMA \((S, \kappa)\)
        \(N:=(S, E):=\operatorname{AN-CRUST}(S)\)
        \(\delta \leftarrow \frac{1}{4000}\)
        \(\mathcal{E}:=\operatorname{Equators}(S, N, \delta)\)
        for all \(s \in S\) do
            \(\psi(s) \rightarrow \max \left\{\frac{\left|s_{s}^{-} s\right|}{2}, \frac{\left|s_{s}^{+} s\right|}{2}\right\}\)
        \(\widetilde{\varepsilon}:=\operatorname{ApproxEpsilon}(S, \mathcal{E}, \psi)\)
        \(\delta:=\widetilde{\varepsilon}^{\frac{1}{\kappa}}\)
        \(\mathcal{E}:=\operatorname{Equators}(S, N, \delta)\)
        Initialize \(\widetilde{M}_{\gamma}\) to be the empty set.
        \(\widetilde{M}_{\gamma} \leftarrow\) TriangEluatorPoints \((S, \mathcal{E}, E)\)
        return \(\widetilde{M}_{\gamma}\)
```

manifold only based on an $\varepsilon$-sample $S \subset \gamma$ in any dimension. As a subroutine, they compute the Voronoi diagram $V D(S)$ of the entire point cloud $S$. Unfortunately, this implies a worst-case running time of $\mathcal{O}\left(n^{2}\right)$ in $\mathbb{R}^{3}$. To avoid this in the context of curve reconstruction in $\mathbb{R}^{3}$, we apply the approach of approximate neighborhoods.

Definition $2([11,12])$ Let $X \subset \mathbb{R}^{3}$ be a discrete point set and let $x$ be an arbitrary point in $X$. An approximate neighborhood $A N_{\sigma_{N}}(x)$ of $x$ w.r.t. $X$ is defined as a subset of $X$, such that there exists a set of cones $\mathcal{C}_{\sigma_{N}}(s)$, with apex at $x$ and an angular radius of $\sigma_{N} \geqslant 0$ that covers $\mathbb{R}^{3}$, such that the following holds: A point $x^{\prime} \in X$ belongs to the approximate neighborhood $A N_{\sigma_{N}}(x)$ if, and only if, there is a cone $C \in \mathcal{C}_{\sigma_{N}}(s)$ such that $x^{\prime}$ is the point in $C_{\sigma_{N}}(s) \cap$ $X$ that minimizes the distance from its orthogonal projection onto the axis of $C$ to $x$.

In the definition given above, Ruppert and Seidel [11] assume that the point which minimizes the distance of its orthogonal projection, is uniquely defined, e.g., by breaking ties according to an arbitrary but fixed numbering of the points, and allow the axis of a cone $C$ to be an arbitrary ray $R$ starting from the cone's apex $x$ and lying inside the cone. The angular radius of $C$ is defined as $\arg \min _{\sigma_{N} \geqslant 0}\{\angle(x a, R) \leqslant$ $\left.\sigma_{N} \mid a \in C\right\}$.

Lemma 1 ([11]) For an arbitrary point set $X \subset \mathbb{R}^{3}$ and $\sigma_{N}>0$, the approximate neighborhoods for all points from $X$ can be computed in overall time $\mathcal{O}\left(|X| / \sigma_{N}^{2} \cdot \log ^{2}(|X|)\right)$.

By applying the approximate neighborhoods of all sample points, we can give an algorithm which reconstructs $\gamma$ in near-linear time - see Algorithm 2.

Since we choose $\sigma_{N} \in \mathcal{O}(1)$, we get the desired running time for our AN-CRUST algorithm.

```
Algorithm 2 Near-linear curve reconstruction
    function AN-CRUST( \(S\) )
        \(E \leftarrow \varnothing\)
        \(N \leftarrow(S, E)\)
        \(\delta \leftarrow \frac{1}{10}\)
        for all \(s \in S\) do
            Comp. \(A N_{\delta / 20}(s) \quad\) Definition 2
            \(s_{s}^{\prime} \leftarrow \mathrm{NN}_{A N_{\delta / 20}(s)}(s)\)
            \(\mathrm{HS}_{s} \leftarrow\left\{x \in \mathbb{R}^{3} \left\lvert\, \angle\left(s_{s}^{\prime} s x\right) \geqslant \frac{\pi}{2}\right.\right\}\)
            \(s_{s}^{\prime \prime} \leftarrow \mathrm{NN}_{A N_{\delta / 20}(s) \cap \mathrm{HS}_{s}}(s)\)
            \(E \leftarrow E \cup\left\{\left(s, s_{s}^{\prime}\right),\left(s, s_{s}^{\prime \prime}\right)\right\}\)
        return \(N\)
```

Corollary 2 Based on a sufficient dense $\varepsilon$-sample, AN-CRUST computes a piecewise-linear reconstruction $N$ of $\gamma$ which is homeomorphic to $\gamma$ in $\mathcal{O}\left(n \cdot \log ^{2}(n)\right)$ time.

### 3.3 Computing the Equators

For an arbitrarily chosen sample point $s \in S$, we denote the successor and predecessor of $s$ w.r.t. $N$ by $s_{s}^{+}$and $s_{s}^{-}$. In addition to this, we denote the line in the plane induced by $s_{s}^{+}, s_{s}^{-}$and $s$, with $s \in \tilde{t}_{s}$ so that $\angle\left(s_{s}^{-} s \widetilde{s t}_{s}\right)=\angle\left(s_{s}^{+} s \widetilde{t}_{s}\right)$ by $\widetilde{t}_{s}$. If $s_{s}^{-}, s$ and $s_{s}^{+}$lie collinear, we define $\tilde{t}_{s}$ such that $s_{s}^{+}, s_{s}^{-}, s \in \tilde{t}_{s}$ holds. Furthermore, we denote the plan which lies orthogonal to $\widetilde{t}_{s}$ in $s$ by $\widetilde{N}_{s}$.

To define the equator of $s$, we consider a so called screw around $s$. Informally spoken, a screw $\mathcal{H}_{s}$ of $s$, w.r.t. to an angle $\sigma_{H}$ is a partitioning of the Voronoi cell of $s$ w.r.t. the approximate neighborhood of $s$.

Definition 3 Let $s \in S$ and $\sigma_{H}>0$ be chosen arbitrarily and let $R_{1}, \ldots, R_{k}$, for $k=\left\lceil(40 \cdot 2 \cdot \pi) / \sigma_{H}\right\rceil$ be a set of (counterclockwise) ordered rays starting from $s$ so that $R_{i} \subset \widetilde{N}_{s}$ and $\angle\left(R_{i}, R_{i+1}\right) \leqslant \frac{\sigma_{H}}{40}$ hold. For all $i \in\{1, \ldots, k\}$, let $H_{s}^{i}$ be the halfplane which is bounded by $\tilde{t}_{s}$ so that $R_{i} \subset H_{s}^{i}$ holds. We define $\mathcal{H}_{s}^{i}$ as the intersection of the Voronoi cell of s, w.r.t. $A N_{\sigma_{H} / 20}(s) \cup\left\{s_{s}^{+}, s_{s}^{-}\right\}$, with the space sandwiched between $H_{s}^{i}$ and $H_{s}^{i+1}$.

A screw $\mathcal{H}_{s}$ of $s$ w.r.t. $\sigma_{H}$ is defined as the set of all intersections between two paddles $H_{s}^{i}$ and $H_{s}^{i+1}$ as constructed above.

The equator of $s$ is defined as the union of the farthest points which lie between the paddles of a screw.

Definition 4 An equator point $e_{s}^{i}$ of $s$, w.r.t. $\mathcal{H}_{s}^{i}$ is defined as a farthest point from $\mathcal{H}_{s}^{i}$. Based on this, we define the equator $\mathcal{E}_{s}$ of $s$ as $\bigcup_{i=1, \ldots, k} e_{s}^{i}$.

Definition 4 leads to Algorithm 3 which computes the union $\mathcal{E}$ of all equators, while their density is related to an input parameter $\delta$.


Figure 1: Constructive definition of the equator $\mathcal{E}_{s}$.

```
Algorithm 3 Computing the Equators.
    function \(\operatorname{EqUators}(S, N, \delta)\)
        for all \(s \in S\) do
            Comp. \(A N_{\delta / 20}(s) \quad\) Definition 2
            Comp. \(\operatorname{Vor}_{A N_{\delta / 20}(s) \cup\left\{s_{s}^{+}, s_{s}^{-}\right\}}(s) \quad[10]\)
            Comp. \(\widetilde{t}_{s}\) and \(\widetilde{N}_{s}\)
            Comp. \(\mathcal{H}_{s}\) w.r.t. \(\delta \quad \triangleright\) Definition 3
            Comp. equator \(\mathcal{E}_{s}\) of \(s \quad \triangleright\) Definition 4
            \(\mathcal{E} \leftarrow \mathcal{E} \cup\left\{\mathcal{E}_{s}\right\}\)
        return \(\mathcal{E}\)
```

Lemma 3 Algorithm 3 has a running time of $\mathcal{O}\left(\frac{|S|}{\delta^{3}} \cdot \max \left\{\log ^{2}(n), \log ^{2}\left(\frac{1}{\delta^{2}}\right)\right\}\right)$.

By applying Algorithm 3 twice in a bootstrapping approach, see Steps 4 and 9 of Algorithm 1, we can guarantee that each equator point lies close to the medial axis at which "close" will be related to a function involving exclusively $\varepsilon$. In particular, we first guarantee that the distance to the equators which are computed in the first iteration of Algorithm 3 is an asymptotical upper bound for $l f s(\cdot)$. For this, we can show the following result.

Lemma $4 \operatorname{dist}\left(e_{s}^{i}, M_{\gamma}\right) \leqslant 15 \cdot \sqrt{\delta+\varepsilon} \cdot\left|s e_{s}^{i}\right|$
Since the local feature size is defined as the minimum distance to the medial axis and since $\varepsilon, \delta \in \mathcal{O}(1)$, the distance function to $\mathcal{E}$ can be shown to be an asymptotical upper bound for $l f s(\cdot)$.

Lemma $5 \operatorname{lfs}(s) \leqslant 1.4 \cdot \operatorname{dist}(\mathcal{E}, s)$
In the following, we show how to apply Lemma 5 to obtain an asymptotical lower bound for the sampling density which in turn is applied for the computation of the final version of the equators.

### 3.4 Computing a lower bound $\widetilde{\varepsilon}$ for $\varepsilon$

We compute $\widetilde{\varepsilon}$ as the ratio of a lower bound for $\varepsilon l f s(\cdot)$ and an asymptotical upper bound for $l f s(\cdot)$.

Lemma 5 implies that $\operatorname{dist}(\mathcal{E}, s)$ is an asymptotical upper bound for $l f s(\cdot)$. But, since one of our main goals is to achieve a sub quadratic running time, we do not compute $\operatorname{dist}(\mathcal{E},$.$) exactly for all sample points,$ but approximate it by applying the following result.

Theorem 6 (Chan [6] - Theorem 2.5) Let $X \subset$ $\mathbb{R}^{3}$ be a given pointset. For a query point $q \in \mathbb{R}^{3}$ one can find an $(1+\xi)$-approximate nearest neighbor in $\mathcal{O}\left(\xi^{1-3 / 2} \cdot \log ^{2}(|X|)\right)$ time with $\mathcal{O}\left(\xi^{1-2 / 3} \cdot|X| \cdot \log (|X|)\right)$ preprocessing time and space.

We denote the resulting approximate distance function to $\mathcal{E}$ by $\widetilde{l} s($.$) . Since the application of Chan's al-$ gorithm reports equator points within a distance of at least $\operatorname{dist}(\mathcal{E},$.$) , Lemma 5$ implies $l f s(s) \leqslant 1.4 \cdot \widetilde{f f}_{s}(s)$.

Hence, we finally have to compute an upper bound for $\operatorname{\varepsilon lfs}(\cdot)$. We do this by computing a so called control function $\psi$. In particular, we define $\psi(s)$ as $\max \left\{\left|s_{s}^{-} s\right| / 2,\left|s_{s}^{+} s\right| / 2\right\}$. Since $S$ is an $\varepsilon$-sample, we can show that $\psi(s) \leqslant \frac{\varepsilon}{1-\varepsilon} l f s(s)$ holds, for all $s \in S$.

Finally, we define $\widetilde{\varepsilon}:=\max _{s \in S}\{\psi(s) / \widetilde{l} s(s)\}$. The resulting approach is given by Algorithm 4.

```
Algorithm 4 Computing a non-trivial lower bound
for \(\varepsilon\)
    function \(\operatorname{ApproxEpsilon}(S, \psi, \mathcal{E})\)
        Preprocessing for ANN-queries \(\triangleright\) Theorem 6
        \(\xi=\frac{1}{10}\)
        for all \(s \in S\) do
            \(\widetilde{l f} s(s):=|s, \operatorname{ANN}(s, \xi, \mathcal{E})| \triangleright\) Theorem 6
        \(\widetilde{\varepsilon}:=\max _{s \in S}\left\{\frac{\psi(s)}{\frac{l f s}{}(s)}\right\}\)
        return \(\widetilde{\varepsilon}\)
```


## Corollary 7 Algorithm 4 runs in $\mathcal{O}\left(n \cdot \log ^{2}(n)\right)$.

For the second iteration of Algorithm 3, we choose $\delta$ related to $\widetilde{\varepsilon}$. Since the value of $\delta$ has an influence on the running time of Algorithm 3, we have to guarantee that the inverse of $\widetilde{\varepsilon}$ is upper-bounded by a polynomial of $n$.

Lemma $8 \Theta\left(\frac{1}{n}\right) \leqslant \widetilde{\varepsilon} \leqslant 1.5 \cdot \varepsilon$
By combining Lemma 4 and Lemma 8, we can show the following result.

Corollary $9 \lim _{\varepsilon \rightarrow 0}(\mathcal{E})=M_{\gamma}$.

### 3.5 Triangulating $\mathcal{E}$

We obtain an appropriate triangulation of $\mathcal{E}$ by triangulating each pair of equators of two connected sample points separately. In particular, see right, we apply the sweep plane paradigm for each edge $e=\left(s_{1}, s_{2}\right) \in N$ separately as follows: Let $H$ be an arbitrarily chosen halfplane which is bounded by the line induced by $s_{1}$ and $s_{2}$. In a nutshell, the
 desired triangulation is derived by rotating $H$ around $e$. For each point in time during this rotation process, we store the two last visited equator points $q^{1}$ and $q^{2}$
from $\mathcal{E}_{s_{1}}$ and $\mathcal{E}_{s_{2}}$. Each time when $H$ meets a new equator point $q$, we add the triangle $\triangle\left(q^{1}, q^{2}, q_{j}\right)$, if $q^{1}, q^{2}$ and $q_{j}$ do not lie at infinity.

Since the triangulating process described above has a near-linear running time w.r.t. the number of equator points, we can upper-bound its running time by $\mathcal{O}\left(n \delta^{-1} \log \left(\delta^{-1}\right)\right)$. By applying a similar approach to the proof of Corollary 9, we get our main result.

Corollary 10 Algorithm 1 computes a piecewiselinear approximation $\widetilde{M}_{\gamma}$ of $M_{\gamma}$ in $\mathcal{O}\left(n^{1+\frac{3}{\kappa}} \cdot \log ^{2}(n)\right)$ time, such that $\lim _{\varepsilon \rightarrow 0} \widetilde{M}_{\gamma}=M_{\gamma}$ holds.
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# Analysis-suitable adaptive T-mesh refinement with linear complexity * 
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#### Abstract

The following extended abstract summarizes the article [11]. We present an efficient adaptive refinement procedure that preserves analysis-suitability of the Tmesh, this is, the linear independence of the T -spline blending functions. We prove analysis-suitability of the overlays and boundedness of their cardinalities, nestedness of the generated T-spline spaces, and linear computational complexity of the refinement procedure in terms of the number of marked and generated mesh elements.


## 1 Introduction

T-splines [14] have been introduced as a free-form geometric technology and are one of the most promising features in the Isogeometric Analysis (IGA) framework introduced by Hughes, Cottrell and Basilevs $[8,4]$.

Since T-splines can be locally refined [13], they potentially link the powerful geometric concept of NonUniform Rational B-Splines (NURBS) to meshes with T-junctions (referred as "hanging nodes" in the Finite Element context) and, hence, the well-established framework of adaptive mesh refinement. However, in [1], it was shown that T -meshes can induce linearly dependent T -spline blending functions. This prohibits the use of T-splines as a basis for analytical purposes such as solving a partial differential equation. In particular, the mesh refinement algorithm presented in [13] does not preserve analysissuitability in general. This insight motivated the research on T-meshes that guarantee the linear independence of the corresponding T-spline blending functions, referred to as analysis-suitable T-meshes. Analysis-suitability has been characterized in terms of topological mesh properties in $2 d$ [10] and, in an alternative approach, through the equivalent concept

[^28]of Dual-Compatibility [5], which allows for generalization to three-dimensional meshes.
A refinement procedure that preserves the analysissuitability of two-dimensional T-meshes was finally presented in [12]. The procedure first refines the marked elements, producing a mesh that is not analysis-suitable in general, and then computes a refinement which is analysis-suitable and generates a Tspline space that is a superspace of the previous one. This second refinement involves heuristic local estimates on how much refinement is needed to achieve the desired properties. Hence, the reliable theoretical analysis of the algorithm is very difficult and so is the analysis of corresponding automatic mesh refinement algorithms driven by a posteriori error estimators. Such analysis is currently available only for triangular meshes [2, 3, 15], but is necessary to reliably point out the advantages of adaptive mesh refinement.

In this paper, we present a new refinement algorithm which provides

1. the preservation of analysis-suitability and nestedness of the generated T-spline spaces,
2. a bounded cardinality of the overlay (which is the coarsest common refinement of two meshes),
3. linear computational complexity of the refinement procedure in the sense that there is a constant bound, depending only on the polynomial degree of the T-spline blending functions, on the ratio between the number of generated elements in the fine mesh and the number of marked elements in all refinement steps.

## 2 Adaptive mesh refinement

This section defines the new refinement algorithm and characterizes the class of meshes which is generated by this algorithm. The initial mesh is assumed to have a very simple structure. In the context of IGA, the partitioned rectangular domain is referred to as index domain. This is, we assume that the physical domain (on which, e.g., a PDE is to be solved) is obtained by a continuous map from the active region, which is a subset of the index domain. Throughout this paper, we focus on the mesh refinement only, and therefore we will only consider the index domain. For the parametrization and refinement of the T -spline blending functions, we refer to [12].

Definition 1 (Initial mesh, element) Given positive numbers $M, N \in \mathbb{N}$, the initial mesh $\mathcal{G}_{0}$ is a tensor product mesh consisting of closed squares (also denoted elements) with side length 1, i.e.,

$$
\begin{aligned}
\mathcal{G}_{0}:=\{[m-1, m] \times[n-1, n] \mid m & \in\{1, \ldots, M\}, \\
n & \in\{1, \ldots, N\}\} .
\end{aligned}
$$

The domain which is partitioned by $\mathcal{G}_{0}$ is denoted by $\bar{\Omega}:=\bigcup \mathcal{G}_{0}$.

The key property of the refinement algorithm will be that refinement of an element $K$ is allowed only if elements in a certain neighbourhood are sufficiently fine.

Definition 2 (Level) The level of an element $K$ is defined by

$$
\ell(K):=-\log _{2}|K|,
$$

where $|K|$ denotes the volume of $K$. This implies that all elements of the initial mesh have level zero and that the bisection of an element $K$ yields two elements of level $\ell(K)+1$.

Definition 3 (Vector-valued distance) Given $x \in \bar{\Omega}$ and an element $K$, we define their distance as the componentwise absolute value of the difference between $x$ and the midpoint of $K$,

$$
\operatorname{Dist}(K, x):=\operatorname{abs}(\operatorname{mid}(K)-x) \in \mathbb{R}^{2}
$$

For two elements $K_{1}, K_{2}$, we define the shorthand notation

$$
\operatorname{Dist}\left(K_{1}, K_{2}\right):=\operatorname{abs}\left(\operatorname{mid}\left(K_{1}\right)-\operatorname{mid}\left(K_{2}\right)\right)
$$

Definition 4 Given an element $K$ and polynomial degrees $p$ and $q$, the $(p, q)$-patch is defined by

$$
\mathcal{G}^{p, q}(K):=\left\{K^{\prime} \in \mathcal{G} \mid \operatorname{Dist}\left(K^{\prime}, K\right) \leq \mathbf{D}^{p, q}(\ell(K))\right\},
$$

where
$\mathbf{D}^{p, q}(k)= \begin{cases}2^{-k / 2}\left(\left\lfloor\frac{p}{2}\right\rfloor+\frac{1}{2},\left\lceil\frac{q}{2}\right\rceil+\frac{1}{2}\right) & \text { if } k \text { is even, } \\ 2^{-(k+1) / 2}\left(\left\lceil\frac{p}{2}\right\rceil+\frac{1}{2}, 2\left\lfloor\frac{q}{2}\right\rfloor+1\right) & \text { if } k \text { is odd. }\end{cases}$

Definition 5 (Bisection) Given a mesh $\mathcal{G}$ and an element $K \in \mathcal{G}$, we denote by $\operatorname{bisect}(\mathcal{G}, K)$ the mesh that results from a level-dependent bisection of $K$,

$$
\begin{aligned}
\operatorname{bisect}(\mathcal{G}, K) & :=\mathcal{G} \backslash\{K\} \cup \operatorname{child}(K), \\
\text { with } \operatorname{child}(K) & := \begin{cases}\operatorname{bisect}_{\mathrm{x}}(K) & \text { if } \ell(K) \text { is even, } \\
\operatorname{bisect}_{\mathrm{y}}(K) & \text { if } \ell(K) \text { is odd, }\end{cases}
\end{aligned}
$$

where bisect $_{\mathrm{x}}$ (resp. bisect ${ }_{\mathrm{y}}$ ) denotes a bisection in the first (resp. second) dimension.


Figure 1: Example of the patch $\mathcal{G}^{p, q}(K)$ in nonuniform mesh for even $\ell(K)$ and $p=q=5 . K$ is marked in blue, and $\mathcal{G}^{p, q}(K)$ is highlighted in light blue.

Definition 6 (Multiple bisections) We introduce the shorthand notation $\operatorname{bisect}(\mathcal{G}, \mathcal{M})$ for the bisection of several elements $\mathcal{M}=\left\{K_{1}, \ldots, K_{J}\right\} \subseteq \mathcal{G}$, defined by successive bisections in an arbitrary order,

$$
\operatorname{bisect}(\mathcal{G}, \mathcal{M}):=\operatorname{bisect}\left(\ldots \operatorname{bisect}\left(\mathcal{G}, K_{1}\right) \ldots, K_{J}\right)
$$

Algorithm 1 (Closure) Given a mesh $\mathcal{G}$ and a set of marked elements $\mathcal{M} \subseteq \mathcal{G}$ to be bisected, the closure $\operatorname{clos}_{\mathcal{G}}^{p, q}(\mathcal{M})$ of $\mathcal{M}$ is computed as follows.

$$
\begin{aligned}
& \tilde{\mathcal{M}}:=\mathcal{M} \\
& \text { repeat } \\
& \quad \text { for all } K \in \tilde{\mathcal{M}} \text { do } \\
& \quad \tilde{\mathcal{M}}:=\tilde{\mathcal{M}} \cup\left\{K^{\prime} \in \mathcal{G}^{p, q}(K) \mid \ell\left(K^{\prime}\right)<\ell(K)\right\} \\
& \text { end for } \\
& \text { until } \widetilde{\mathcal{M}} \text { stops growing } \\
& \text { return } \operatorname{clos}_{\mathcal{G}}^{p, q}(\mathcal{M})=\widetilde{\mathcal{M}}
\end{aligned}
$$

Algorithm 2 (Refinement) Given a mesh $\mathcal{G}$ and a set of marked elements $\mathcal{M} \subseteq \mathcal{G}$ to be bisected, $\operatorname{ref}^{p, q}(\mathcal{G}, \mathcal{M})$ is defined by

$$
\operatorname{ref}^{p, q}(\mathcal{G}, \mathcal{M}):=\operatorname{bisect}\left(\mathcal{G}, \cos _{\mathcal{G}}^{p, q}(\mathcal{M})\right)
$$

Definition 7 (admissible bisections) Given a mesh $\mathcal{G}$ and an element $K \in \mathcal{G}$, the bisection of $K$ is called admissible if all $K^{\prime} \in \mathcal{G}^{p, q}(K)$ satisfy $\ell\left(K^{\prime}\right) \geq \ell(K)$.

In the case of several elements $\mathcal{M}=$ $\left\{K_{1}, \ldots, K_{J}\right\} \subseteq \mathcal{G}$, the bisection $\operatorname{bisect}(\mathcal{G}, \mathcal{M})$ is admissible if there is an order $(\sigma(1), \ldots, \sigma(J))$ (this is, if there is a permutation $\sigma$ of $\{1, \ldots, J\}$ ) such that $\operatorname{bisect}(\mathcal{G}, \mathcal{M})=\operatorname{bisect}\left(\ldots \operatorname{bisect}\left(\mathcal{G}, K_{\sigma(1)}\right) \ldots, K_{\sigma(J)}\right)$ is a concatenation of admissible bisections.


Figure 2: Algorithm 1 recursively marks coarser elements in the patch of the initially marked $K$. In this case, the computation of $\operatorname{clos}_{\mathcal{G}}^{p, q}(\{K\})$ involves three iterations of the algorithm.

Definition 8 (Admissible mesh) A refinement $\mathcal{G}$ of $\mathcal{G}_{0}$ is admissible if there is a sequence of meshes $\mathcal{G}_{1}, \ldots, \mathcal{G}_{J}=\mathcal{G}$ and markings $\mathcal{M}_{j} \subseteq \mathcal{G}_{j}$ for $j=$ $0, \ldots, J-1$, such that $\mathcal{G}_{j+1}=\operatorname{bisect}\left(\mathcal{G}_{j}, \mathcal{M}_{j}\right)$ is an admissible bisection for all $j=0, \ldots, J-1$. The set of all admissible meshes, which is the initial mesh and its admissible refinements, is denoted by $\mathbb{A}^{p, q}$.

Proposition 1 Any admissible mesh $\mathcal{G}$ and any set of marked elements $\mathcal{M} \subseteq \mathcal{G}$ satisfy that $\operatorname{ref}^{p, q}(\mathcal{G}, \mathcal{M}) \in \mathbb{A}^{p, q}$.

Altogether, $\mathbb{A}^{p, q}$ is the set of meshes that are generated by Algorithm 2.

## 3 Main results

This section discusses the coarsest common refinement of two meshes $\mathcal{G}_{1}, \mathcal{G}_{2} \in \mathbb{A}^{p, q}$, called overlay and denoted by $\mathcal{G}_{1} \otimes \mathcal{G}_{2}$. Subsequently, we give results on analysis-suitability, nestedness, and complexity.

Definition 9 (Overlay) We define the operator Min $\subseteq$ which yields all minimal elements of a set that is partially ordered by " $\subseteq$ ",
$\operatorname{Min}_{\subseteq}(\mathcal{M}):=\left\{K \in \mathcal{M} \mid \forall K^{\prime} \in \mathcal{M}: K^{\prime} \subseteq K \Rightarrow K^{\prime}=K\right\}$.
The overlay of $\mathcal{G}_{1}, \mathcal{G}_{2} \in \mathbb{A}^{p, q}$ is defined by

$$
\mathcal{G}_{1} \otimes \mathcal{G}_{2}:=\operatorname{Min}_{\subseteq}\left(\mathcal{G}_{1} \cup \mathcal{G}_{2}\right) .
$$

Proposition 2 For any admissible meshes $\mathcal{G}_{1}, \mathcal{G}_{2} \in$ $\mathbb{A}^{p, q}$, the overlay $\mathcal{G}_{1} \otimes \mathcal{G}_{2}$ is also admissible.

Lemma 3 For all $\mathcal{G}_{1}, \mathcal{G}_{2} \in \mathbb{A}^{p, q}$ holds

$$
\#\left(\mathcal{G}_{1} \otimes \mathcal{G}_{2}\right)+\# \mathcal{G}_{0} \leq \# \mathcal{G}_{1}+\# \mathcal{G}_{2}
$$

Theorem 4 All admissible meshes (in the sense of Definition 8) are analysis-suitable.

Corollary 5 All admissible meshes provide T-spline blending functions that are non-negative, linearly indepent, and form a partition of unity [6, 7]. Moreover, on each element $K \in \mathcal{G} \in \mathbb{A}^{p, q}$, there are not more than $2(p+1)(q+1) T$-spline basis functions that have support on $K$ [7, Proposition 7.6].

This means that on each element, each T-Spline function communicates only with a finite number of other T-spline functions, independent of the total number of functions. This is an important requirement for sparsity of the linear system to be solved in Finite Element Analysis, in the sense that every row and every column of a corresponding stiffness or mass matrix is a sparse vector.

Theorem 6 For any two meshes $\mathcal{G}_{1}, \mathcal{G}_{2} \in \mathbb{A}^{p, q}$ that are nested in the sense $\mathcal{G}_{1} \preceq \mathcal{G}_{2}$, the corresponding $T$-spline spaces are also nested.

Theorem 7 Any sequence of admissible meshes $\mathcal{G}_{0}, \mathcal{G}_{1}, \ldots, \mathcal{G}_{J}$ with $\mathcal{G}_{j}=\operatorname{ref}^{p, q}\left(\mathcal{G}_{j-1}, \mathcal{M}_{j-1}\right)$ and $\mathcal{M}_{j-1} \subseteq \mathcal{G}_{j-1}$ for $j \in\{1, \ldots, J\}$ satisfies

$$
\left|\mathcal{G}_{J} \backslash \mathcal{G}_{0}\right| \leq C_{p, q} \sum_{j=0}^{J-1}\left|\mathcal{M}_{j}\right|
$$

with $C_{p, q}$ depending only on $p$ and $q$.
Theorem 7 shows that, with regard to possible mesh gradings, the refinement algorithm is as flexible as successive bisection without the closure step. However, this result is non-trivial. Given a mesh $\mathcal{G} \in \mathbb{A}^{p, q}$ and an element $K \in \mathcal{G}$ to be bisected, there is no uniform bound on the number of generated elements $\#\left(\operatorname{ref}^{p, q}(\mathcal{G},\{K\}) \backslash \mathcal{G}\right)$.

## 4 Conclusion

We presented an adaptive refinement algorithm for a subclass of analysis-suitable T-meshes that produces nested T-spline spaces, and we proved theoretical properties that are crucial for the analysis of adaptive schemes driven by a posteriori error estimators. As an example, compare the assumptions (2.9) and (2.10) in [2] to Theorem 7 and Lemma 3, respectively. The presented refinement algorithm can be extended to the three-dimensional case, which is our current work. The factor $C_{p, q}$ from the complexity estimate is affine in each of the parameters $p, q$ and increases exponentially with growing dimension. We aim to apply the proposed algorithm to proof the rateoptimality of an adaptive algorithm for the numerical solution of second-order linear elliptic problems using T-splines as ansatz functions. Similar results have been proven for simple FE discretizations of the Poisson model problem in 2007 by Stevenson [15], in 2008 by Cascon, Kreuzer, Nochetto and Siebert [3], and recently for a wide range of discretizations and model problems by Carstensen, Feischl, Page and Praetorius [2].
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# The Slope Number of Segment Intersection Graphs 

Udo Hoffmann *


#### Abstract

We prove that it is NP-hard to determine the minimal number of slopes that is required to draw a segment representation of a segment intersection graph. As a side product we obtain new proofs for the NPhardness of the recognition of grid, segment and pseudosegment graphs. We also show, that the minimum number of slopes of a segment graph can drop arbitrarily upon the removal of a single vertex.


## 1 Introduction

Intersection graphs of segments are known to have complex geometric and combinatorial properties. The recognition is NP-hard [1] and even complete for the existential theory of the reals [2]. Kratochvíl and Matoušek [8] show that the complexity of this problem decreases if the number of slopes allowed for a segment representation is bounded by a constant. Then, for every fixed $k \geq 2$ the problem of deciding whether a graph is the intersection graph of segments using $k$ different slopes is NP-complete [3].

The slope number of segment graphs is also of interest for planar graphs. Planar bipartite graphs are known to be contact graphs of segments with two slopes [4], while de Castro et al. [5] show that each $K_{3}$-free planar graph can be represented as a segment contact graph of segments using three slopes. This result is supported by a result of Grötzsch , who showed that a $K_{3}$-free planar graph is 3 -colorable. Chalopin and Gonçalves [6] show that each planar graph can be represented as segment intersection graph. Assuming a representation of a segment intersection graph without two intersecting segments of the same slope, the only lower bound on the slope number of planar graphs is four by the four color theorem.

Our main result is that the minimization of the slope number is NP-hard. As side product we obtain new proofs which show that the recognition of segment, pseudosegment, and grid intersection graphs is NP-hard. The new reduction complements previous ones, since it distinguishes between (pseudo)segment and grid intersection graphs, while the proof of Kratochvíl [3] gives graphs which are a grid intersec-

[^29]tion graph iff they are a (pseudo)segment intersection graph.

We also show that the number of slopes does not behave well under deleting or adding vertices. There are segment graphs using a linear number of slopes in terms of their vertices, but the removal of one vertex leads to a segment representation using only two slopes.

In the rest of this section we introduce the notations. In Section 2 we present our main observation: A connection between Hamiltonian paths in planar graphs and segment representations of an associated graph. In Section 3 we show that there are bipartite graphs that require a high number of slopes, and that removing one segment leaves a grid intersection graph. The hardness results for minimizing the number of slopes, which also follow directly from Section 2 , are shown in Section 4.

### 1.1 Notation

An intersection representation of a graph is an assignment of a set to each vertex, such that two vertices are adjacent if and only if the sets intersect. For simplicity we do not distinguish between vertices and sets, e.g. we say the vertex $v$ intersects the vertex $w$ when we talk about intersection graphs. We study the following classes of intersection graphs.

The class of segment graphs, i.e., the intersection graphs of segments in the plane, is denoted by $S E G$. We consider pure representations of segment intersection graphs, i.e., we forbid intersections of parallel segments. Segment intersection graphs using only two slopes (without loss of generality vertical and horizontal) are also known as grid intersection graphs (GIG). The intersection graph of pseudosegments, i.e., of curves, such that each pair of curves intersects at most once, is denoted by $p S E G$.

We will assume that all segments have positive slopes. This can be achieved by a suitable linear transformation of the plane.

A $k$-page book embedding, is a linear order $L$ of the vertices and a partition of the edges into $k$ sets, such that each set can be drawn without crossings in a half plane, where the vertices are drawn on the boundary in the order given by $L$. A 1-page book embedding exists iff the graph is outerplanar. Here the linear order $L$ corresponds to a possible order of the vertices in the outer face in an outerplanar drawing.

Let $G=(V, E)$ be a graph. Denote its full subdivision by $P_{G}$, i.e., the graph $P_{G}:=(V \cup E,\{v e \mid v \in e \in$ $E\})$. Let $P_{G}^{*}:=\left(V \cup E \cup\left\{e^{*}\right\}, E\left(P_{G}\right) \cup\left\{v e^{*} \mid v \in V\right\}\right)$ be the full subdivision of $P_{G}$ where one vertex that is incident to every original vertex is added.

We are interested in segment and GIG representations of $P_{G}^{*}$. It is well known that $P_{G}$ admits a GIG representation if and only if $G$ is planar, for example as bar visibility representations in [11]. A semibar visibility representation of a graph is a representation of vertices as vertical segments with the same $y$-coordinate of the lower endpoint. The edges are represented as horizontal sightlines.

Lemma 1 ([12, 7]) A graph $G$ has a semibar visibility representation iff it has a 1-page book embedding. This is the case iff $G$ is outerplanar. All possible orders of the vertices in a representation are given by the order of the vertices of an outer face cycle of $G$.

### 1.2 Results

The main tools used in the paper are the following two theorems which are proven in Section 2.

Theorem 2 A graph $G$ has a 2-page book embedding iff $P_{G}^{*}$ is a GIG.

It is known that a graph has a 2-page book embedding iff it is a subgraph of a planar graph with Hamiltonian cycle [7]. We give a similar condition for (pseudo)segment representations of $P_{G}^{*}$.

Theorem 3 For a graph $G$, the graph $P_{G}^{*}$ is a (pseudo)segment intersection graph iff $G$ is a subgraph of a planar graph with Hamiltonian path.

The graph class described by the theorem above are known as deque graphs [9].

The characterizations in Theorem 2 and Theorem 3 allow the translation of the following lemma to Theorem 5.

Lemma 4 The Hamiltonian cycle problem in maximal planar graphs with given Hamiltonian path is NP-hard.

Theorem 5 The recognition of grid intersection graphs is NP-complete, even if a segment representation (using four slopes) is given.

In Section 3, we show that the number of slopes can decrease drastically by removing only one vertex.

Theorem 6 There is a family of graphs $G_{n}, n \in \mathbb{N}$, with $\left|V\left(G_{n}\right)\right|=n$, such that each segment representation of $G_{n}$ requires $\Theta(n)$ slopes, but $G_{n}$ has a vertex $v$, such that $G_{n}-v$ has a GIG representation.

## 2 Segment intersection graphs and Hamiltonian paths

In this section we give a proof for Theorem 2 and Theorem 3.


Figure 1: A GIG rep. of $P_{G}^{*}$ and a 2-page book embedding of $G$.

Proof of Theorem 2. Consider a GIG representation of $P_{G}^{*}$ as in Figure 1. The representation above $e^{*}$ can be modified to a semibar visibility representation by shortening the edges to contacts. This drawing can be replaced by a 1-page book embedding with the same order of the vertices. The same modification for the edges below $e^{*}$ leads to a 2-page book embedding.

On the other hand, the two 1-page book embeddings can be replaced by equivalent semibar visibility representations, such that a 2-page book embedding leads to a GIG representation of $P_{G}^{*}$.

We give an idea of the proof of Theorem 3. We first argue that a pseudosegment representation of $P_{G}^{*}$ gives a Hamiltonian path in a planar graph $G^{\prime}$ which has $G$ as subgraph. Consider a (pseudo)segment representation of $P_{G}^{*}$. The order of intersections on $e^{*}$ gives the order of the vertices on a Hamiltonian path. Let $v_{1}, \ldots, v_{n}$ be the order of the vertices according to their intersection with $e^{*}$. If $v_{i} v_{i+1} \in E(G)$ there is nothing to show. Otherwise we draw a pseudosegment 'parallel' to $e^{*}$ that intersects only $v_{i}$ and $v_{i+1}$. This way we obtain a representation of $P_{G^{\prime}}^{*}$ where $G^{\prime}$ is a planar graph with Hamiltonian path $v_{1}, \ldots, v_{n}$ and $G$ as subgraph.

Now we show that a planar graph $G^{\prime}$ with Hamiltonian path $v_{1}, \ldots, v_{n}$ admits a pseudosegment representation of $P_{G^{\prime}}^{*}$.

Let $G^{\prime}$ be a planar graph with Hamiltonian path $v_{1}, \ldots, v_{n}$. We construct a pseudosegment representation of $P_{G^{\prime}}^{*}$ from a planar drawing of $G^{\prime}$. Consider a planar drawing of $G^{\prime}$ with small circles as vertices and pseudosegments as edges, that have contacts on its incident vertices.

We draw $e^{*}$ as curve that intersects only the vertices in the order of the Hamiltonian path. The vertices


Figure 2: A pseudosegment representation with blue Hamiltonian path and red bad edge and its segment representation. A graph with orange Hamiltonian path with a long chain of bad edges (red). A gadget to fix a certain Hamiltonian path.
are still drawn as cycles and the Hamiltonian path intersects twice with each vertex $v_{i}, 2 \leq i<n$. So opening the small circles removing a segment of $v_{i}$, that contains only one intersection with $e^{*}$, leads to a pseudosegment representation of $P_{G^{\prime}}^{*}$, see Figure 2.

We omit a full proof for the fact that $P_{G}^{*}$ is also a segment intersection graph.

## 3 Number of slopes

We continue to examine the structure of the bad edges to give a lower bound on the number of slopes used for a segment intersection representation of $P_{G}^{*}$. In the following we assume that $e^{*}$ is represented by a horizontal segment.

In a segment representations of $P_{G}^{*}$, edges between the upper part (above $e^{*}$ ) of one vertex and the lower part (below $e^{*}$ ) of another vertex are possible as shown Figure 2. We call such an edge a bad edge. We call a bad edge $v_{i} v_{j}, i<j$, an upwards edge if it connects the lower part of $v_{i}$ and the upper part of $v_{j}$ and a downwards edge otherwise. Denote the closed curve on the pseudosegments $v_{i}, v_{j}, v_{i} v_{j}$ and $e^{*}$ by $C_{i j}$. If $v_{i} v_{j}$ is a bad edge, then the bounded region of $C_{i j}$ contains exactly one of the ends of $e^{*}$. If it contains the end close to $v_{1}$ we call $v_{i} v_{j}$ a front edge, otherwise a back edge. The choice of the outer face of $G$ determines (for a fixed Hamiltonian path) which bad edge is a front resp. a back edge.

We fix a segment representation of $P_{G}^{*}$. Let $w_{i} w_{i+1}, w_{i+1} w_{i+2}, \ldots, w_{i+k-1} w_{i+k}$ be bad edges of the same upwards/downwards-type. We call the vertices a chain of length $k+1$. If all the edges of the chain are front or all back edges it is called a monotone chain. The length of the longest chain gives a lower bound on the number of slopes needed in a segment representation with this fixed Hamiltonian path.

Lemma 7 Let $p$ be a Hamiltonian path in $G$ and $C$ be the longest chain. Any representation of $P_{G}^{*}$ whose
vertex order is given by $p$ requires $2\left\lceil\frac{|C|}{2}\right\rceil$ slopes.
Proof. Consider a segment representation of $P_{G}^{*}$. For a bad front edge we know that the segment with the upper part has a larger slope then the segment with the lower part (otherwise they can only be connected by a back edge), and the opposite holds for back edges. The bad edges connecting vertices in the chain require slopes that lie between the slopes of their incident vertices. On the other hand, one chain can be divided into two monotone chains of front and back edges by the choice of the outer face of $G$. At least one of the monotone chains of front or back edges has length $l:=\left\lceil\frac{|C|}{2}\right\rceil . P_{G}^{*}$ requires $l$ slopes for the vertices of the monotone chain, $l-1$ for the edges between, and one for $e^{*}$.

We show that there is a triangulation that has only Hamiltonian paths including long chains. This way, we prove that there are graphs $G$ such that $P_{G}^{*}$ requires a large number of slopes in any segment representation.

Lemma 8 Let $G$ be a planar graph with Hamiltonian path $p=v_{1}, \ldots, v_{n}$. There exists a planar graph $G^{\prime}$ with $\Theta(|V(G)|)$ vertices, such that $G$ is an induced subgraph of $G^{\prime}$ and every Hamiltonian path in every triangulation of $G^{\prime}$ visits at least half the vertices of $G$ in the same order (up to the reverse) as $p$.

Proof. Consider the graph $P$ in Figure 2. This graph has the property that every path from $e_{1}$ to $e_{3}$ using all inner vertices also uses $e_{2}$. Hence for two copies $P_{1}, P_{2}$ of $P$, where two outer vertices are identified every Hamiltonian path visits $P_{1}, P_{2}$ consecutively, or has one end in each. Now, glueing a copy of $P$ on every edge of $p$, i.e., we identify the edge $v_{i} v_{i+1}$ of $p$ with $e_{1} e_{3}$ of a copy of $P$, leads to a graph $G^{\prime}$ with the desired property.

Proof of Theorem 6. Consider the graph $G_{n}$ with $3 n$ vertices in Figure 2 with the drawn Hamiltonian
path $p$ (orange), i.e., nested triangles with spiraling Hamiltonian path. $G_{n}$ has a chain of length $n$ (red). Constructing $G_{n}^{\prime}$ from Lemma 8 gives a graph, such that $P_{G_{n}^{\prime}}^{*}$ requires $\left\lceil\frac{n}{4}\right\rceil$ different slopes in any segment representation. $G_{n}^{\prime}$ and hence $P_{G_{n}^{\prime}}^{*}$ has $\Theta(n)$ vertices. Removing $e^{*}$ leads to a grid intersection graph.

## 4 Computational complexity

The complexity of the recognition of (pseudo)segment and grid intersection graphs is NP-hard by the facts that the Hamiltonian cycle and Hamiltonian path problem in maximal planar graphs are NP-hard [10].

That the minimization of the required number of slopes of a segment intersection graphs is NP-hard follows from the Theorem 5 .

The idea of the proof Lemma 4 is the following. A gadget of from [10] transforms a planar cubic bipartite graph $G$ into a maximal planar graph $T$ which has a Hamiltonian cycle iff $G$ has.

Now we are interested in 3SAT instances that lead to a maximal planar graph with Hamiltonian path in the reduction. A class of 3SAT instances satisfying this property is the following. Consider a 3SAT instance $I$ with a truth assignment $A$, such that $A$ satisfies all but one clause of $I$. It turns out that a Hamiltonian path in the triangulation can be constructed using $A$. We call those instances almost satisfiable.

Lemma 9 Deciding if an almost satisfiable 3SAT instance has a satisfying truth assignment is NPcomplete.

Proof. We give a reduction from the 3SAT problem. Given a 3SAT instance, we take all clauses and modify them in the following way. We replace each literal in each clause with a new variable, so each variable appears only once. In addition we introduce a variable $x$ and the clause $\bar{x}$. For each pair of variables $y_{1}, y_{2}$, where both corresponded to a literal of the same variable, we add the clauses $x \vee y_{1} \vee \overline{y_{2}}$ and $x \vee \overline{y_{1}} \vee y_{2}$ to make them equivalent if they were both non-negated or both negated, or $x \vee y_{1} \vee y_{2}$ and $x \vee \overline{y_{1}} \vee \overline{y_{2}}$ if one literal was negated. The constructed 3SAT is satisfiable iff the original is: In a satisfying truth assignment $x$ is false, hence the introduced clauses give the equivalence between $y_{1}$ and $y_{2}$, or their negation respectively. This results in a satisfying truth assignment for the original 3SAT. On the other hand, a truth assignment satisfying all but one clause is given by setting $x$ true and all other variables true. The size of the new 3SAT is polynomial in the size of the original one.

The Hamiltonian path in a resulting triangulation of the reduction can be constructed such that both
ends of the path lie in the gadget corresponding to the variable $x$, such that $x$ is in 'superposition' and the path treats $x$ as true and false simultaneously. We omit the details here due to space limitations.
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# Recognizing Weighted Disk Contact Graphs 
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#### Abstract

Disk contact representations realize graphs by mapping vertices to interior-disjoint disks in the plane such that disks touch each other if and only if the corresponding vertices are adjacent. Deciding whether a vertex-weighted graph can be realized so that the disks' radii coincide with the vertex weights has been proven NP-hard. In this work, we analyze the problem for special graph classes and show that it remains hard even for very basic ones, thereby strengthening previous NP-hardness results. On the positive side, we present linear-time algorithms for two restricted versions of the problem.


## 1 Introduction

A disk intersection representation is a set of disks in the plane that can be interpreted as a graph containing a vertex for each of its disks and an edge for each pair of intersecting disks. Disk intersection graphs are graphs that have a disk intersection representation and generalize disk contact graphs, that is, graphs that have a disk intersection (or contact) representation with interior-disjoint disks. Koebe's Theorem [9] is a classic result in graph theory that states that any planar graph is a disk contact graph, and for any disk contact representation it is easy to obtain a planar drawing of the realized graph.

Application areas for disk intersection/contact graphs include modeling physical problems like wireless communication networks [6], covering problems like geometric facility location [10, 11], visual representation problems like the generation of area cartograms [4] and many more (various examples are given by Clark et al. [3]). Often, one is interested in recognizing disk graphs or generating representations that do not only realize the input graph, but also satisfy additional requirements. For example, Alam et al. [1] recently studied graphs having disk contact representations, in which the ratio of the largest disk radius to the smallest is polynomial in the number of disks. Furthermore, it might be desirable to generate a disk representation that realizes a vertexweighted graph such that the disk radii or areas reflect the corresponding vertex weights, for example,

[^30]for value-by-area circle cartograms [7]. Clearly, there exist vertex-weighted planar graphs that can not be realized as disk contact graphs, and the corresponding recognition problem is NP-hard even if all vertices are weighted uniformly [2].

We examine the aforementioned scenario more closely and explore disk contact representations for special graph classes. We show that it is NP-hard to decide whether a realization with uniform radii exists even if the input graph is outerplanar and even if a combinatorial embedding is provided. On the other hand, we can decide in linear time whether a caterpillar is a disk contact graph with uniform disk radii. If the vertex weights are not necessarily uniform, the recognition problem becomes NP-hard even for stars, but it can be solved in linear time for a given combinatorial embedding.

## 2 Unit disk contact graphs

In this section we are concerned with the problem of deciding whether a given graph is a unit disk contact (UDC) graph, that is, whether it can be realized as a unit disk contact representation. It is known that this is generally NP-hard for planar graphs [2], but it remained open for which subclasses of planar graphs the realizability problem can be efficiently decided and for which subclasses NP-hardness still holds.

We show that for caterpillars we can decide the realizability problem (and construct a representation if it exists) in linear time, whereas the problem remains NP-hard for outerplanar graphs.

Recognizing realizable caterpillars. Let $G=(V, E)$ be a caterpillar graph, that is, a tree for which a path remains after removing all leaves. Let $P=$ $\left(v_{1}, \ldots, v_{k}\right)$ be this so-called inner path of $G$. It is well known that six unit disks can be tightly packed around one central unit disk, but then any two consecutive outer disks necessarily touch and form a triangle with the central disk. This is not permitted in a caterpillar and we obtain that in any realizable caterpillar the maximum degree $\Delta \leq 5$. For $\Delta \leq 4$ it is easy to see that $G$ can always be realized as shown in Fig. 1.

However, not all caterpillars with $\Delta=5$ can be realized. For example, two degree- 5 vertices on $P$ separated by zero or more degree- 4 vertices cannot be realized, as they would again require tightly packed disks inducing cycles in the contact graph.


Fig. 1: For $\Delta \leq 4$ any caterpillar can be realized.

It turns out that a simple iterative pass along $P$ suffices to decide the realizability of $G$ and find a realization if possible. We place a disk $D_{1}$ for $v_{1}$ at the origin and attach its leaf disks leftmost, that is, symmetrically pushed to the left with a sufficiently small distance between them. In each subsequent step, we place the next disk $D_{i}$ for $v_{i}$ on the bisector of the free space, i.e. the maximum cone with origin in $D_{i-1}$ 's center containing no previously inserted neighbors of $D_{i-1}$ or $D_{i-2}$ and attach the leaves of $D_{i}$ in a leftmost and balanced way, see Fig. 2. For odd numbers of leaves this leads to a change in direction of $P$, but by alternating upward and downward bends for subsequent odd-degree vertices we can maintain a horizontal monotonicity, which ensures that leaves of $D_{i}$ can only collide with leaves of $D_{i-1}$ and $D_{i-2}$. If we fail to place the disks correctly, we claim that no UDC representation of $G$ exists; otherwise we return the constructed realization.


Fig. 2: Incremental construction of a realization. Narrow disks are dark gray, wide disks are light gray.

For a sketch of correctness, consider the tangent line $\ell_{i}$ between two adjacent disks $D_{i-1}$ and $D_{i}$ on the inner path. We say that $P$ is narrow at $v_{i}$ if some leaf disk attached to $D_{i-1}$ intersects $\ell_{i}$; otherwise $P$ is wide at $v_{i}$. We observe that in our construction $P$ gets narrow precisely when a degree- 5 vertex of $P$ is encountered. But it is generally true in any representation that $P$ gets narrow after a degree- 5 vertex. If $P$ is narrow at $v_{i}$ this means that at most three disjoint disks touching $D_{i}$ can still be placed and thus it must be $\operatorname{deg}\left(v_{i}\right) \leq 4$. Each vertex of degree 4 inherits the narrow/wide status of its predecessor. Vertices with degree 3 or less make $P$ wide again.

This idea leads to a combinatorial characterization (and decision algorithm) of caterpillars with a UDC representation, based on the property that between any two degree- 5 vertices on $P$ there must be at least one vertex of degree at most 3 .

Theorem 1 For a caterpillar $G$ it can be decided in linear time whether $G$ is a UDC graph. A realization (if one exists) can be constructed in linear time on a Real RAM.

Hardness for outerplanar graphs. We perform a polynomial reduction from the classic NP-complete 3SAT problem to show NP-hardness of the UDCrealizability problem for outerplanar graphs. Here, we sketch only the main ideas of the reduction and refer to Klemz [8, Chapter 2] for more details.

Let $\varphi$ be a Boolean 3SAT formula with a set $\mathcal{U}=$ $\left\{x_{1}, \ldots, x_{n}\right\}$ of $n$ variables and a set $\mathcal{C}=\left\{c_{1}, \ldots, c_{m}\right\}$ of $m$ clauses, where each $c_{i}$ contains three literals over $\mathcal{U}$. We create the literal-clause-graph $G_{\varphi}=(\mathcal{U} \cup \overline{\mathcal{U}} \cup$ $\mathcal{C}, E)$, where $\overline{\mathcal{U}}$ is the set of negative literals over $\mathcal{U}$. The set $E$ contains for each clause $c \in \mathcal{C}$ the edge $(c, x)$ if literal $x$ occurs in $c$ and the edge $(c, \bar{x})$ if literal $\bar{x}$ occurs in $c$. Based on $G_{\varphi}$ we create an outerplanar graph $G_{\varphi}^{\prime}$ that has a UDC representation if and only if the formula $\varphi$ is satisfiable.

Arguing about UDC realizations of certain subgraphs becomes a lot easier, if there is only a single unique geometric representation (up to rotation, translation and mirroring). We call such a representation rigid. Using an inductive argument, we can show the following lemma about rigid UDC structures.

Lemma 2 A unit disk contact representation whose UDC graph is biconnected, internally triangulated and outerplanar is rigid.

The main building block of the reduction is a wire gadget in $G_{\varphi}^{\prime}$ that comes in different variations but always consists of a rigid tunnel structure containing a rigid bar that can be flipped into different tunnels around its centrally located articulation vertex. Each wire gadget occupies a square tile of fixed dimensions so that different tiles can be flexibly put together in a grid-like fashion. The bars stick out of the tiles in order to transfer information to the neighboring tiles. Some special tiles of the variable gadgets consist of tunnels without bars or with very long bars. Finally, we construct crossing gadgets that correctly transmit information along both axes of a tunnel crossing. Figure 3 shows a schematic view of how the gadget tiles are arranged to form a layout of $G_{\varphi}$.

The main idea behind the reduction is as follows. Each variable gadget contains one long horizontal bar that is either flipped to the left (false) or to the right (true), see Fig. 4(b). Consequently, each wire gadget of a literal edge connecting a variable gadget to a clause gadget must flip its chain of bars towards the clause if the literal is false. Finally, each clause gadget has one central T-shaped wire gadget, whose bar needs to be placed inside one of the three incoming


Fig. 3: High-level structure of the construction for the 3SAT formula $\varphi=\left(x_{1} \vee \bar{x}_{2} \vee x_{3}\right) \wedge\left(\bar{x}_{1} \vee \bar{x}_{2} \vee x_{4}\right)$.


Fig. 4: (a) Clause gadget with two false inputs (top and bottom) and one true input, (b) variable gadget in the state false with one positive (left) and one negative literal (right), (c) detailed view of a horizontal wire gadget with a rigid bar (black disks) inside a horizontal tunnel (white disks).
tunnels. This is possible if and only if at least one of the literals evaluates to true, see Fig. 4(a).

Clearly, all gadgets need to be realized by rigid unit disk contacts. Figure 4(c) shows a close-up of a horizontal wire gadget. The position of the bars inside the tunnels admits some slack, but it does not affect the combinatorial properties.

Finally, one needs to take care that the constructed graph is actually outerplanar and connected. This is not obvious, but can be done by introducing small gaps and a modification in the attachment of the bar in some of the horizontal wire gadgets. Moreover, the reduction can be further modified so that it remains valid for outerplanar graphs with a fixed embedding; details can be found in [8].

Theorem 3 The UDC graph recognition problem is NP-hard, even for outerplanar graphs and even if a combinatorial embedding is given.


Fig. 5: Reducing from 3-Partition to prove Theorem 4. Input disks (dark) have to be distributed between gaps. Striped disks are separators.

## 3 Weighted disk contact graphs

In this section, we assume that each graph vertex has a positive weight, which corresponds to the disk radius of the representing disk. Deciding whether a weighted disk contact (WDC) representation respecting this radius assignment exists is obviously at least as hard as the UDC problem from Section 2.

Hardness for stars. Compared to Section 2, for an arbitrary radius assignment the corresponding recognition problem is hard for even simpler graph classes.

We perform a polynomial reduction from the wellknown 3-Partition problem. Given a bound $B \in \mathbb{N}$ and a set of positive integers $\mathcal{A}=\left\{a_{1}, \ldots, a_{3 n}\right\}$ such that $\frac{B}{4}<a_{i}<\frac{B}{2}$ for all $i=1, \ldots, 3 n$, deciding whether $\mathcal{A}$ can be partitioned into $n$ triples of sum $B$ each is known to be strongly NP-complete [5].

Let $(\mathcal{A}, B)$ be a 3-Partition instance. We construct a star $S$ as well as a radius assignment $r$ such that $S$ has a disk contact representation respecting $r$ if and only if $(\mathcal{A}, B)$ is a yes-instance.

We create a central disk $D_{c}$ of radius $r_{c}$ corresponding to the central vertex $v_{c}$ of $S$ as well as a fixed number of outer disks with uniform radius $r_{o}$ chosen appropriately such that these disks have to be placed close together around $D_{c}$ without touching, creating funnel-shaped gaps of equal size; see Fig. 5. Then, a contact representation exists only if all remaining disks can be distributed among the gaps, and the choice of the gap will induce a partition of the integers $a_{i} \in \mathcal{A}$. We shall represent each $a_{i}$ by a single disk called an input disk and encode $a_{i}$ in its radius. Each of the gaps is supposed to be large enough for the input disks that represent a feasible triple to fit inside it, however, the gaps should be too small to contain an infeasible triple's disk representation.

The main challenge is finding a radius assignment satisfying the above property, although numerous additional nontrivial geometric considerations are required to make the construction work. For example, we require that the lower boundary of each gap is sufficiently flat. We achieve this by creating additional dummy gaps, which in any realization must be completely filled by special dummy disks, such that there


Fig. 6: Deciding existence for Theorem 5. Gray disks are in $L$ before inserting $D_{i+1}$. After that, the two small gray disks will be removed from $L$.
are still only $n$ gaps to distribute the input disks. Next, we make sure that additional separator disks must be placed in each gap's corners to prevent left and right gap boundaries from interfering with the input disks. Finally, all our constructions are required to tolerate a certain amount of "wiggle room", since, firstly, the outer disks do not touch and, secondly, some radii cannot be computed precisely in polynomial time. Again, we refer to [8, Chapter 3] for a detailed proof.

Theorem 4 The WDC graph recognition problem is NP-hard even for stars.

Stars with fixed embedding. If the order of the leaves around the central vertex of the star is fixed, the existence of a WDC representation can be decided by tightly placing the outer disks $D_{1}, \ldots, D_{n-1}$ around the central disk $D_{c}$ iteratively. By keeping track of possible positions of the next disk, we can achieve $O(n)$ runtime.

Let $r_{i}$ be the radius of $D_{i}$, and assume that $D_{1}$ is the largest outer disk. Then, $D_{2}$ can be placed next to $D_{1}$ clockwise. Suppose we have already added $D_{2}$, $\ldots, D_{i}$. As depicted in Fig. 6, tightly placing $D_{i+1}$ next to $D_{i}$ might cause $D_{i+1}$ to intersect with a disk inserted earlier, even with $D_{1}$. Simply testing for collisions with all previously added disks would yield a total runtime of $O\left(n^{2}\right)$, which we improve to $O(n)$ by keeping a list $L$ of inserted disks which might be relevant for future insertions. Initially, only $D_{1}$ is in $L$. We shall see that $L$ remains sorted by non-increasing radius.

When inserting $D_{i+1}$, we traverse $L$ backwards and test for collisions with traversed disks, until we find the largest index $j<i$ such that $r_{j} \in L$ and $r_{i+1} \leq r_{j}$. Next, we place $D_{i+1}$ tightly next to all inserted disks, avoiding collisions with all traversed disks.

First, note that $D_{i+1}$ cannot intersect disks preceding $D_{j}$ in $L$ (unless $D_{i+1}$ and $D_{1}$ would intersect clockwise, in which case we report non-existence). Next, disks that currently succeed $D_{j}$ in $L$ will not be able to intersect $D_{i+2}, \ldots, D_{n-1}$ and are therefore removed from $L$. Finally, we add $D_{i+1}$ to the end of $L$. Since all but one traversed disks are removed during
each insertion, the total runtime is $O(n)$. We report existence if we can insert all disks tightly and there is still space left.

Theorem 5 On a Real RAM, for a vertex-weighted star $S$ with a given embedding it can be decided in linear time whether $S$ is a WDC graph. A representation respecting the embedding (if one exists) can be constructed in linear time.

## 4 Conclusion

We presented hardness results as well as linear-time algorithms for variants of the weighted disk contact graph recognition problem. An interesting open problem is the recognition of trees with a UDC representation. For more results, for example, regarding disk contact representations in which disks have to cover specified points, we refer to Klemz [8].
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#### Abstract

The dimension of a partial order $P$ is the minimum number of linear orders whose intersection is $P$. There are efficient algorithms to test if a partial order has dimension at most 2. In 1982 Yannakakis [9] showed that for $k \geq 3$ to test if a partial order has dimension $\leq k$ is NPcomplete. The height of a partial order $P$ is the maximum size of a chain in $P$. Yannakakis also showed that for $k \geq 4$ to test if a partial order of height 2 has dimension $\leq k$ is NP-complete. The complexity of deciding whether an order of height 2 has dimension 3 was left open. We show that the problem is NP-complete.

Technically, we show that the decision problem (3DH2) for dimension is equivalent to deciding for the existence of bipartite triangle containment representations (BTCon). This problem allows a reduction from a class of planar satisfiability problems ( $\mathrm{P}-3-\mathrm{CON}-3-\mathrm{SAT}(4)$ ) which is known to be NP-hard.


## 1 Introduction

Let $P=\left(X, \leq_{P}\right)$ be a partial order. A linear order $L=\left(X, \leq_{L}\right)$ on $X$ is a linear extension of $P$ when $x \leq_{P} y$ implies $x \leq_{L} y$. A family $\mathcal{R}$ of linear extensions of $P$ is a realizer of $P$ if $P=\bigcap_{i} L_{i}$, i.e., $x \leq_{P} y$ if and only if $x \leq_{L} y$ for every $L \in \mathcal{R}$. The dimension of $P$, denoted $\operatorname{dim}(P)$, is the minimum size of a realizer of $P$. The dimension of $P$ can, alternatively, be defined as the minimum $t$ such that $P$ admits an order preserving embedding into the dominance order on $\mathbb{R}^{t}$, i.e., elements $x \in X$ have associated vectors $\vec{x}=\left(x_{1}, \ldots, x_{t}\right)$ with real entries, such that $x \leq_{P} y$ if and only if $x_{i} \leq y_{i}$ for all $i$, we denote this by $\vec{x} \leq_{\text {dom }} \vec{y}$.

The 1979 edition of Garey and Johnson [4] listed the decision problem, whether a partial order has dimension at most $k$, in their selection of twelve important problems which were not known to be polynomially solvable or NP-complete. The complexity status was resolved by Yannakakis [9], who used a reduction from 3-colorability to show that the problem is

[^31]NP-complete for every fixed $k \geq 3$. He also showed that the problem remains NP-complete for every fixed $k \geq 4$ if the partial order is of height 2 . The recognition of partial orders of dimension $\leq 2$ is easy, it can even be done in linear time [6]. The gap that remained in the complexity landscape was that for partial orders of height 2 , the complexity of deciding if the dimension is at most 3 was unknown. In this paper we prove NP-completeness for this case.

Dimension seems to be a particularly hard NPcomplete problem. This is indicated by the fact that we have no heuristics or approximation algorithms to produce realizers of partial orders that have reasonable size. Chalermsook et al. [2] show that unless $\mathrm{NP}=$ ZPP there exists no polynomial algorithm to approximate the dimension of a partial order with a factor of $O\left(n^{1-\varepsilon}\right)$ for any $\varepsilon>0$, where $n$ is the number of elements of the input order.

## 2 Dimension Three and Triangle Containment

The $t=3$ case of the following proposition tells us that 3 -dimensional orders are the containment orders of homothetic triangles in the plane. The $t=2$ case is the equivalence between 2-dimensional orders and containment orders of intervals.

Proposition 1 The dimension of a partial order $P=$ $\left(X, \leq_{P}\right)$ is at most $t$ if and only if $P$ is isomorphic to the containment order of a family of homothetic simplices in $\mathbb{R}^{t-1}$.

Proof. " $\Rightarrow$ " Let $x \rightarrow \hat{x}$ be an order preserving embedding of $P$ to $\mathbb{R}^{t}$. With a point $\hat{x}$ in $\mathbb{R}^{t}$ associate the orthogonal cone $C(\hat{x})=\left\{p \in \mathbb{R}^{t}: p \leq_{\text {dom }} \hat{x}\right\}$. Note that $x \leq_{P} y$ if and only if $C(\hat{x}) \subseteq C(\hat{y})$. Consider an oriented hyperplane $H$, such that for all $x \in X$ the point $\hat{x}$ is in the positive halfspace $H^{+}$of $H$. For $x \in X$, the intersections of the cone $C(\hat{x})$ with $H$ is a $(t-1)$-dimensional polytope $\Delta(x)$ with $t$ vertices, i.e., a simplex. The simplices for different elements are homothetic and $\Delta(x) \subseteq \Delta(y)$ iff $C(\hat{x}) \subseteq C(\hat{y})$ iff $x \leq_{P} y$. Hence, $P$ is isomorphic to the containment order of the family $\{\Delta(x): x \in X\}$ of homothetic simplices in $H \cong \mathbb{R}^{t-1}$.
" $\Leftarrow$ " Now suppose that there is a containment order of a family $\mathcal{F}=\{\Delta(x): x \in X\}$ of homothetic simplices in $\mathbb{R}^{t-1}$ that is order isomorphic to $P$. Apply an affine transformation to get a family $\mathcal{F}^{\prime}=\left\{\Delta^{\prime}(x): x \in X\right\}$ of regular simplices in $H=\mathbb{R}^{t-1}$ with the same containment order. Embed $H$ into $\mathbb{R}^{t}$ with normal vec-
tor $\mathbb{1}$. For each $\Delta^{\prime}(x)$ there is a unique point $\hat{x} \in \mathbb{R}^{t}$ such that $C(\hat{x}) \cap H=\Delta^{\prime}(x)$. Since the containment orders of $\{C(\hat{x}): x \in X\}$ and $\left\{\Delta^{\prime}(x): x \in X\right\}$ are isomorphic we identify $x \rightarrow \hat{x}$ as an order preserving embedding of $P$ into $\left(\mathbb{R}^{t}, \leq_{\text {dom }}\right)$.

### 2.1 Lemmas for triangle containment

From now on we will restrict the attention to partial orders of height 2. Note that these orders have a bipartite comparability graph. Conversely, any bipartite graph with black and white vertices can be seen a height 2 order, define $u<w$ whenever $u$ is white, $w$ is black and $(u, w)$ is an edge. Hence, partial orders of height 2 and bipartite graphs are essentially the same.

Given a triangle containment representation of a bipartite graph $G=(V, E)$, let $B(V)$ be the set of barycenters of the triangles (it can be assumed that all barycenters are different). Define the $\beta$-graph $\beta(G)$ as the straight line drawing of $G$ with vertices placed at their corresponding points of $B(V)$. The following lemma allows some control on the crossings of edges in $\beta(G)$.

Two edges are called strongly independent if they share no vertex (i.e., they are independent) and they are the only edges induced on their four vertices.

Lemma 1 (disjoint paths lemma) In $\beta(G)$, there is no crossing between strongly independent edges.

The proof of the lemma is very similar to the proof of the easy direction of Schnyder's theorem [8, Thm. 4.1].

For the reduction we construct a bipartite graph with an embedding in the plane which has only few crossings. Most of these crossings between edges occur locally in subgraphs that are named rotor. A rotor has a center, which is an adjacent pair $u, v$ of vertices. Additionally there are some non-crossing paths $p_{i}$. Each path $p_{i}$ is connected to the center either with an edge $\left(x_{i}, u\right)$ or with an edge $\left(x_{i}, v\right)$ where $x_{i}$ is an end-vertex of the path. The interesting case of a rotor is an alternating rotor. In this case it is possible to add a simple closed curve $\gamma$ to the picture such that (1) $\gamma$ contains the center and (2) there is a collection of six paths intersecting the curve $\gamma$ cyclically so that paths leading to $u$ and paths leading to $v$ alternate. Figure 1(a) shows a triangle containment representation of an alternating rotor.

In the representation of an alternating rotor there are six ports where paths can attach to the center. The ports alternatingly belong to the center vertices $u$ and $v$. This property is captured by the schematic picture of an alternating rotor given in Figure 1(d).

An alternating 8 -rotor is a rotor with an 8 alternation, i.e., there are eight paths $p_{1}, \ldots, p_{8}$ intersecting a simple closed curve $\gamma$ that contains the center cyclically in the order of indices such that paths leading to $u$ and paths leading to $v$ alternate.


(c)

Fig. 1: Part (a) shows a triangle containment representation of a rotor. Part (b) illustrates how the paths $p_{1}$, $p_{3}$ and $p_{5}$ together with $u$ in the $\beta$-graph partition the interior of $T_{v}$ in three regions, where the paths $p_{2}, p_{4}$ and $p_{6}$ start. This implies that the six paths of an alternating rotor have to use all six ports of the center. Part (c) shows a schematized picture of an alternating rotor.

Lemma 2 There is no triangle containment representation of an alternating 8 -rotor such that in the $\beta$ graph of the representation the eight paths $p_{1}, \ldots, p_{8}$ intersect a simple closed curve around the center of the rotor in the order of the indices.

## 3 The Reduction

### 3.1 Decision problems

Dimension 3 for Height 2 Orders (3DH2)
Instance: A partial order $P=(X,<)$ of height 2 .
Question: Is the dimension of $P$ at most 3?

## Bipartite Triangle Containment Representation (BTCon)

Instance: A bipartite graph $G=(V, E)$.
Question: Does $G$ admit a containment representation with a family of homothetic triangles?

From the $t=3$ case of Proposition 1, it follows that the decision problems 3DH2 and BTCon are polynomially equivalent. In this section we design a reduction from P-3-CON-3-SAT(4) to show that BTCon and, hence, also 3DH2, is NP-complete.

Recall that the incidence graph of a SAT instance $\Phi$ is a bipartite graph whose vertices are in correspondence to the clauses on one side of the partition, and to the variables of $\Phi$ on the other side. Edges of the
incidence graph correspond to membership of a variable in a clause.

## P-3-Con-3-SAT(4)

Instance: A SAT instance $\Phi$ with the additional properties:

- The incidence graph is planar and 3-connected.
- Each clause consists of 3 literals.
- Each variable contributes to at most 4 clauses.

Question: Does $\Phi$ admit a satisfying truth assignment?

The NP-hardness of P-3-CON-3-SAT(4) was shown by Kratochvíl [5]. One of the first applications was to show the hardness of recognizing grid intersection graphs.

The advantage of working with 3-connected planar graphs, instead of just planar graphs, is that in the 3connected case the planar embedding is unique up to the choice of the outer face. Our reduction is inspired by the reduction from [5], and even more so by the recent NP-completeness proof for the recognition of unit grid intersection graphs with arbitrary girth [7].

### 3.2 The idea for the reduction

Let $\Phi$ be an instance of P-3-CON-3-SAT(4). With $\Phi$ we assume a fixed embedding of the incidence graph $I_{\Phi}$ in the plane. Our aim is to construct a bipartite graph $G_{\Phi}$ such that $G_{\Phi}$ has a triangle containment representation if and only if $\Phi$ is satisfiable. The construction of $G_{\Phi}$ is done by replacing the constituents of $I_{\Phi}$ by appropriate gadgets. The graph $G_{\Phi}$ will be very sparse and 'almost planar' in the sense that few edge-contractions are sufficient to make the graph planar. (The edges that have to be contracted are concentrated at rotors and gates of the clause gadgets). The planar graph $G_{\Phi}^{*}$ obtained by contracting these edges is a subdivision of a graph whose plane embedding is essentially unique. Here, essentially unique means unique up to reflections of symmetric subgraphs that correspond to edges of $I_{\Phi}$. Because of Lemma 1 , the essentially unique embedding of $G_{\Phi}^{*}$ has to be respected by a triangle containment representation of $G_{\Phi}$.

In the construction of $G_{\Phi}$, every edge of the incidence graph $I_{\Phi}$ is replaced by a pair of paths of appropriate length. These two paths join a variable gadget and a clause gadget. Such a pair of paths is called an incidence strand. The two paths of an incidence strand are two paths of a rotor at their clause end. At this rotor the two paths are incident to different center vertices, hence, they are distinguishable and we may think of one of them as the green path and the other as the yellow path. Assuming a triangle containment representation, we can look at the two paths of an incidence strand in the $\beta$-graph. There
they can not cross each other and they can not be crossed by any other edge (Lemma 1). Hence if we look at the strip bounded by the two paths with the direction from the variable gadget to the clause gadget, we either see the green path on the left and the yellow path on the right boundary or the other way round. This yields an 'orientation' of the incidence strand. The orientation is used to transmit the truth assignment from the variable to the clause.

The notion of oriented strands is crucial for the design of the clause gadgets and variable gadgets.

### 3.3 The clause gadget

The clause gadget consists of a rotor surrounded by a cycle and two paths that fix the rotor in the interior of the cycle (magenta). The paths of the three incidence strands which lead to the clause are also connected to the rotor. Three vertices of the cycle have two extra edges connecting to the two paths of an incidence strand. This construction, we call it gate, enables the incidence strands to enter the interior of the cycle. Figure 2 shows the clause gadget as a graph and in a more schematic view.


Fig. 2: Left: The graph of a clause gadget. Right: A schematic view for the case where literals evaluate to $(F, T, F)$.

The orientation of the incidence strand corresponding to a literal transmits TRUE if one of the two paths of the strand can share a port with one of the magenta paths, and it transmits FALSE if the two paths together with an adjacent magenta path have to use three different ports of the rotor. If all 3 literals evaluate to FALSE we get an alternating 8-rotor, in all other cases we can find a good assignment of the paths to the ports of the rotor.

Proposition 2 The clause gadget (with sufficiently long paths) has a triangle containment representation if and only if the two paths of the incidence strand of at least one literal are in the orientation representing TRUE.

### 3.4 The variable gadget

The variable gadget corresponding to a variable $x$ depends on the number of occurrences of the variable in
clauses. Figure 3 shows the case where the variable has three occurrences.


Fig. 3: The variable gadget for a variable with three occurrences. The upper picture shows the variable gadget as a bipartite graph. The schematic drawings below show the two possible states of the variable gadget which correspond to the two possible values of the variable.

In the Figure the combined incidence strands of two occurrences are shown in cyan and pink. The adjacencies of vertices on these paths to the center vertices of the rotor between them make an alternating rotor. The duty of the black path is to shield two of the ports of the rotor from outer access. There remain two ports of the rotor where the paths of the third occurrence (magenta ends) can connect to the center of the rotor. Switching the orientation of the first two occurrences also makes the strand of the third occurrence switch orientation, i.e., the truth values transmitted by the three strands are synchronized. Connections between a stands of the variable gadget and the respective strand of a clause gadget have to be adjusted so that the correct truth value is received at the clause. Such an adjustment consists in deciding whether the pairing is (cyan-green,pink-yellow) or (cyan-yellow,pink-green). Which of the pairings has to be chosen depends on (1) which strand of the variable gadget is in question, (2) the position of the literal in the clause, and (3) whether there is a negation involved.

## 4 Extensions and open questions

In the full version we extend the result by showing that the recognition of containment graphs of points and translates of a fixed (unit) triangle (PUTCon) is NP-complete. Even more, we have the following sandwich-result: recognition of every class $\mathcal{C}$ of bipartite graphs such that $\mathcal{C}$ contains all YES instances of PUTCon and $\mathcal{C}$ is contained in the set of all YES instances of BTCon is NP-hard.

From this we also obtain hardness of recognizing bipartite graphs that admit a special type of triangle intersection representation: The two color classes are represented by sets $\Delta_{X}=\left\{T_{x}: x \in X\right\}$ and $\Delta_{Y}=$
$\left\{T_{y}^{*}: y \in Y\right\}$ of triangles such that

- Triangles in each of the families are pairwise homothetic while there is a point reflection transforming $T_{x}$ into $T_{y}^{*}$.
- $(x, y) \in E$ if and only if $T_{x} \cap T_{y}^{*} \neq \emptyset$.
- Within each of the two families $\Delta_{X}$ and $\Delta_{Y}$ there is no containment.

The reduction shows that maximum degree at least 5 is enough to make BTCon hard. From Schnyder's work [8] we know that bipartite graphs where the degree in one of the color classes is 2 are yes instances for BTCon if and only if they are incidence orders of planar graphs. What about maximum degree 3 ?

- What is the complexity of deciding whether a bipartite graph of maximum degree 3 admits a BTCon representation?
We can also restrict the class of inputs to planar bipartite graphs. It is known that the incidence order of vertices and faces of a 3 -connected planar graph is of dimension 4, see [1], moreover there are outerplanar graphs whose incidence order of vertices and faces is of dimension 4, see [3]. Is it hard to decide whether a planar bipartite graph is of dimension 3? Or in terms of triangle containments:
- What is the complexity of deciding whether a planar bipartite graph admits a BTCon representation?
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#### Abstract

We propose movement flow diagrams as a concept to provide a summary for a large number of trajectories and study the problem of computing compact flow diagrams. We show that for a large number of trajectories it is unlikely that efficient algorithms to compute a flow diagram of minimum size exist. More specifically, the problem is $W[1]$-hard if the number of trajectories is taken as a parameter. For a small number of trajectories we present efficient algorithms.


## 1 Introduction

More and more movement data are recorded in a wide range of applications like sports, traffic analysis and behavioral ecology. In particular, recent advances in tracking technology have led to a large amount of collective movement being recorded. This leads to the question of how to represent these data compactly.

For a single trajectory a common way to obtain a compact representation is simplification. Trajectory simplification typically focusses on determining a subset of the data that represents the trajectory well in terms of the location over time [9]. If the focus is less on the location as such but other characteristics of the trajectory then segmentation [6] is used to partition a trajectory into a small number of subtrajectories, where each subtrajectory is homogeneous with respect to some characteristic. This allows to represent a trajectory compactly as a sequence of characteristics.

For several trajectories other techniques apply. For a set of similar trajectories one representative can be computed [4]. Less similar trajectories may be captured by a grouping structure [5]. These approaches again focus on location over time. A large set of trajectories might contain very unrelated trajectories, hence clustering may be used. Clustering on complete trajectories will not represent information about interesting parts of trajectories.

We therefore are interested in generalizing the concept of segmentation to sets of trajectories. Consider the trajectories in Fig. 1. Each individual trajectory

[^32]

Figure 1: A set of trajectories with some stops and a flow diagram representing the stops.
has segments of directed movement and stops. The flow diagram on the right gives a joint representation of these trajectories. Travel phases are not modelled in the flow diagram, since they are not relevant in this example. If the location of the stops is not relevant we could merge the nodes $S_{4}$ and $S_{5}$.

We study the following problem: Given a group of trajectories, how to give a compact representation of their movement characteristics? For this the trajectories are segmented according to given criteria, and the resulting segmentations are represented in one flow diagram. Given a group of trajectories and a set of criteria, our goal is to find a smallest flow diagram.

After discussing preliminaries and related work, we show in Section 3 that finding a smallest flow diagram is $W$ [1]-hard if the number of trajectories is taken as a parameter. In Section 4 we present polynomial-time algorithms for a fixed number of trajectories.

## 2 Preliminaries

A trajectory $T$ of size $n$ is a sequence of $n$ positions in space and time. A subtrajectory $T^{\prime}$ of $T$ is a subsequence of $T$. Let $C_{1}, \ldots, C_{k}$ be $k$ criteria, i.e. boolean functions on the set of subtrajectories. These criteria are often geometric in nature. A segmentation of $T$ according to the criteria is a partition into subtrajectories, such that consecutive subtrajectories overlap in exactly one of the $n$ positions and each subtrajec-
tory fulfils a criterion. An optimal segmentation is one with a minimal number of subtrajectories.

Now let $\tau_{1}, \ldots, \tau_{m}$ be $m$ trajectories of size (at most) $n$ each. We propose to represent a joint segmentation of the trajectories by a (movement) flow diagram. A flow diagram is a labelled directed acyclic graph (DAG) where the node labels are criteria except for two nodes labelled $s$ and $t$ respectively. A segmentation (given as a sequence of criteria) is represented in a flow diagram if it appears as a simple path from $s$ to $t$, where $s$ is concatenated at the beginning and $t$ at the end of the sequence. Our goal is to find a minimal flow diagram that represents at least one valid segmentation for each of a set of $m$ trajectories. As size of the flow diagram, which we aim to minimize, we consider its number of nodes. Note that this problem is "two-fold" in the sense that it asks to find both the segmentations of a group of trajectories, and the flow diagram that represents these.

Note that a criterion might make a statement about just one or about several trajectories. In the first case we can use the corresponding node of the flow diagram to represent segments from different trajectories even if they do not correspond in space or time (e.g., merging stops $S_{4}$ and $S_{5}$ in Fig. 1). In the second case we may require a correspondence in space and/or time for all segments represented by a certain node.

Criteria-based segmentation for one trajectory has been discussed in a series of papers for different types of criteria: decreasing monotone criteria $[6,7]$, nonmonotone criteria [3], and stable criteria [1]. Here, criteria are distinguished by how often they "change validity". A criterion is decreasing monotone: if a segment fulfils the criterion, then so does each subsegment. Increasing monotone is defined analogously, and stable generalizes both of these concepts. Here, we consider general and decreasing monotone criteria.

The efficiency of segmentation algorithms also depends on the efficiency to check criteria on subtrajectories. Here, we distinguish between computation and update cost. That is, the time to compute a criterion on a subtrajectory without and with knowing the result on a subtrajectory of size one smaller.

Another important distinction is between fixed and variable parameter criteria, i.e., criteria which (do not) allow to choose parameters. For instance, location within disc is a variable criterion, and criteria on attribute ranges can be both variable or fixed.

For multiple trajectories we distinguish dependent and independent criteria. A criterion is independent if checking whether a set of subtrajectories fulfils it can be done for each subtrajectory independently. A similar distinction of computation and update cost, and fixed and variable parameters was made in [7].

In contrast to criteria-based segmentation, a recent paper studies segmentation based on a parameterized movement model [2].

## 3 Hardness Results

## Flow Diagram (FD)

Instance: A set $\mathcal{T}$ of $m$ trajectories, each of length $\leq n$, a set $\mathcal{C}$ of criteria, and a positive integer $\lambda$.
Question: Does there exist a flow diagram with $\leq \lambda$ nodes that represents a valid segmentation w.r.t. $\mathcal{C}$ for each trajectory in $\mathcal{T}$ ?

We show that the problem mentioned above is NPhard and that the problem is $W$ [1]-hard in the number of trajectories. Unless $W[1]=F P T$ this rules out the existence of algorithms with time complexity of $O\left(f(m) \cdot(n k)^{c}\right)$, for some constant $c$. To show this we describe two reductions: one from Shortest Common Supersequence and one from Set Cover problem.

## Reduction from SCS

Shortest Common Supersequence (SCS)
Instance: A set of strings $R=\left\{r_{1}, r_{2}, \ldots, r_{k}\right\}$ over an alphabet $\Sigma$, a positive integer $\lambda$.
Question: Does there exist a string $s \in \Sigma^{*}$ of length $\leq \lambda$ that is a supersequence of each string in $R$ ?

This problem has been extensively studied (see [8] and references therein). In particular, the SCS problem parameterized in the number of strings is $W[1]$ hard even over a constant-size alphabet [11] and the SCS problem over a binary alphabet is NP-hard [12].

Given an instance $I=\left(R=\left\{r_{1}, \ldots, r_{m}\right\}, \Sigma, \lambda\right)$ of SCS construct an instance of FD as follows. Each character $c_{l}$ in $\Sigma$ corresponds to a criterion $C_{l}$. Each string $r_{i}$ corresponds to a trajectory $\tau_{i}$, where $\tau_{i}[j]$ fulfils $c_{r_{i}[j]}$ and no other criteria.

An algorithm for FD outputs a flow diagram $F$ of size $f$. Given $F$ one can compute a linear sequence of the nodes of $F$ using topological sort, as shown in Fig. 2a. The linear sequence has $f-2$ nodes (omitting the start and end nodes of $F$ ) and its node labels are a supersequence of each string in $R$. It follows that there exists a flow diagram for the instance $\left(\mathcal{T}=\left\{\tau_{1}, \ldots, \tau_{m}\right\}, \mathcal{C}=\left\{C_{1}, \ldots, C_{|\Sigma|}\right\}\right)$ of size $\leq \lambda+2$ if and only if the SCS instance has a solution of size $\leq \lambda$. Note that $F$ contains a linear sequence of nodes (after topological sort), which correspond to a supersequence, and a set of directed edges. Consequently a solution for the FD problem can easily be transformed to a solution for the SCS problem, but not vice versa.

Theorem 1 The FD problem parameterized in the number of trajectories is $W[1]$-hard even when the number of criteria is constant.

Theorem 2 The FD problem is NP-hard even when the number of criteria is two.

(a)

(b)

Figure 2: Examples of flow diagrams produced by the reductions: (a) From Shortest Common Supersequence. (b) From Set Cover.

## Reduction from Set Cover

Set Cover (SC)
Instance: A set $E=\left\{e_{1}, \ldots, e_{m}\right\}$, a set $\mathcal{S}=$ $\left\{S_{1}, \ldots, S_{n}\right\}$ of subsets of $E$ and a positive integer $\lambda$. Question: Does there exist a set of $\leq \lambda$ items in $S$ whose union equals $E$ ?

Set Cover is well known to be NP-hard, and also hard to approximate: For any $0<c<1 / 4$, it cannot be approximated within a factor of $c \log m$ in polynomial time unless $N P \subseteq D T I M E\left(m^{\text {polylog } m}\right)$ [10].

Given an instance $I=\left(E=\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}, \mathcal{S}=\right.$ $\left\{S_{1}, S_{2}, \ldots, S_{n}\right\}, \lambda$ ) of Set Cover construct an instance of FD as follows. Each item $e_{i}$ in $E$ corresponds to a trajectory $\tau_{i}$ of length two. Each subset $S_{j}$ corresponds to a criterion $C_{j}$. If a $S_{j}$ contains $e_{i}$ then the whole trajectory $\tau_{i}$ fulfils criterion $C_{j}$.

An algorithm for FD given an instance outputs a flow diagram $F$ of size $f$, as depicted in Fig. 2b. Given $F$, the labels of its interior nodes correspond to a set of subsets in $\mathcal{S}$ whose union is $E . F$ has $\leq \lambda+2$ nodes if and only if there are $\leq \lambda$ subsets in $\mathcal{S}$ cover $E$.

Theorem 3 The FD problem is NP-hard even when the length of every trajectory is 2 .

Theorem 4 For any $0<c<1 / 4$, the FD problem cannot be approximated within a factor of $c \log m$ in polynomial time unless $N P \subseteq$ DTIME $\left(m^{\text {polylog } m}\right)$.

## 4 Algorithms

In this section, we present dynamic programming algorithms that compute the smallest flow diagram representing a set of $m$ trajectories of length $n$ with respect to a set of $k$ criteria. Let $T(m, n)$ be the cost of testing whether a set of $m$ subtrajectories of length at most $n$ fulfils a criterion. First, we present an algorithm that solves the general case. Then, we present more efficient algorithms for several classes of criteria.

## General criteria

We represent all prefixes of the trajectories as vertices in a $n^{m}$ size regular grid, where the vertex with coordinates $\left(x_{1}, x_{2}, \ldots, x_{m}\right), 1 \leq$ $x_{1}, \ldots, x_{m} \leq n$, represents the trajectory prefixes $\left(\tau_{1}\left[1, x_{1}\right], \tau_{2}\left[1, x_{2}\right], \ldots, \tau_{m}\left[1, x_{m}\right]\right)$, where $\tau_{i}\left[1, x_{j}\right]$ denotes the subtrajectory of the first $x_{j}$ positions. We construct a graph $G$ on these vertices to represent the valid flow diagrams as follows: An edge between two vertices $v=\left(x_{1}, \ldots, x_{m}\right)$ and $v^{\prime}=\left(x_{1}^{\prime}, \ldots, x_{m}^{\prime}\right)$, labelled by some criterion $c_{i}$, represents adding (at most) one new segment $\tau_{j}\left[x_{j}, x_{j}^{\prime}\right]$ fulfilling $c_{i}$ for each $j$. The edge must have $x_{j} \leq x_{j}^{\prime}$ for each $j \in$ $\{1, \ldots, m\}$ and there must be at least one $j$ for which $x_{j}<x_{j}^{\prime}$. Furthermore, for all segments $\tau_{j}\left[x_{j}, x_{j}^{\prime}\right]$ such that $x_{j}<x_{j}^{\prime}$, the segment must fulfil the criterion $c_{i}$. If $x_{j}=x_{j}^{\prime}$, then this edge adds no new segment to $\tau_{j}$. This ensures that the flow diagram represents valid segmentations.

Let $v_{s}$ be the vertex with coordinates $(1, \ldots, 1)$ and let there be an additional vertex $v_{t}$ outside the grid. Now, a path in $G$ from $v_{s}$ to a vertex $v$ represents a valid segmentation of some prefix of each trajectory, and defines a flow diagram that describes these segmentations in the following way: The empty path represents the flow diagram consisting only of the start node $s$. Every edge of the path adds one new node to the flow diagram, labelled by the criterion that the covered segments fulfil, i.e. the label of the edge in $G$. Also, the flow diagram gets an edge from every node representing a predecessor of a covered segment, or from $s$ if a covered segment is the first in a segmentation. If $v=v_{t}$, the target node $t$ is added to the flow diagram, together with its incoming edges.

Lemma 5 A smallest flow diagram for a set of trajectories is represented by a shortest $v_{s}-v_{t}$ path in $G$.
$G$ has $n^{m}+1$ vertices. There is at most one edge per criterion between a pair of vertices, so $G$ has $O\left(n^{2 m} k\right)$ edges. For each edge, we need to test whether the represented subtrajectories fulfil the criterion.

Theorem 6 A smallest flow diagram for $m$ trajectories of length $n$ and $k$ criteria can be computed in $O\left(n^{2 m} k \cdot T(m, n)\right)$ time.

## Decreasing monotone and independent criteria

If all criteria are decreasing monotone and independent, we can avoid constructing the full graph and thus speed up the algorithm.

From a given vertex with coordinates $\left(x_{1}, \ldots, x_{m}\right)$, we can greedily move as far as possible along the trajectories, since the monotonicity guarantees that this never leads to a solution that is worse than one that generates shorter segments. For a given criterion $C_{j}$,
we can compute for each trajectory $\tau_{i}$ independently the maximum $x_{i}^{\prime}$ such that $\tau_{i}\left[x_{i}, x_{i}^{\prime}\right]$ satisfies $C_{j}$. This produces coordinates $\left(x_{1}^{\prime}, \ldots, x_{m}^{\prime}\right)$ for a new vertex, which is optimal if $C_{j}$ is selected as the next criterion. By considering all criteria we obtain $k$ new vertices. However, unlike the case with a single trajectory presented in [6], there is not necessarily one vertex that is better than all others (i.e. largest ending position), since the vertices are not totally ordered. Instead, we consider all vertices not dominated by another vertex.

Let $V_{i}$ be the vertices of $G$ that are reachable from $v_{s}$ in exactly $i$ steps, and let $M(V):=\{v \in V \mid$ no vertex $u \in V$ dominates $v\}$ be the maximal vertices of a vertex set $V$. Then a shortest $v_{s}-v_{t}$ path can be computed by computing $M\left(V_{i}\right)$ for increasing $i$, until a value of $i$ is found for which $v_{t} \in M\left(V_{i}\right)$.

Lemma 7 For each $i \in\{1, \ldots, \ell-1\}$, every vertex in $M\left(V_{i}\right)$ is reachable in one step from a vertex in $M\left(V_{i-1}\right)$. Here, $\ell$ is the distance from $v_{s}$ to $v_{t}$.
$M\left(V_{i}\right)$ is computed by computing the farthest reachable vertex for each $v \in M\left(V_{i-1}\right)$ and criterion, thus yielding a set $D_{i}$ of $O\left(n^{m-1} k\right)$ vertices, which contains $M\left(V_{i}\right)$ by Lemma 7. The total size of all $D_{i}$ $(0 \leq i \leq \ell-1)$ is $O\left(k n^{m}\right)$ and we can compute all $M\left(V_{i}\right)$ in $O\left((k+m) n^{m}\right)$ time.

Theorem 8 A smallest flow diagram for $m$ trajectories of length $n$ and $k$ independent and decreasing monotone criteria can be computed in time $O\left(m n k \cdot T(1, n)+(k+m) n^{m}\right)$.

## Decreasing monotone and dependent criteria

We can use the same idea as described in the previous section, but for a given starting vertex $v$ and criterion $C$, there is not a single vertex $v^{\prime}$ that dominates all vertices reachable from $v$ using this criterion. Instead, there may be up to $\Theta\left(n^{m-1}\right)$ maximal reachable vertices from $v$ for criterion $C$. The total size of all $D_{i}$ $(0 \leq i \leq \ell-1)$ is $O\left(k n^{2 m-1}\right)$, leading to this result:

Theorem 9 A smallest flow diagram for $m$ trajectories of length $n$ and $k$ decreasing monotone criteria can be computed in $O\left(k n^{2 m-1} T(m, n)+m n^{m}\right)$ time.

## Fixed criteria

We propose a dynamic programming algorithm that computes the optimal flow diagram for fixed criteria, using a table with $n$ levels representing the time steps, each of size $k^{m}$, representing all combinations of criteria a set of $m$ subtrajectories can fulfil. The cell with coordinates $\left(i, c_{1}, \ldots, c_{m}\right)$ stores the minimal flow diagram of the first $i$ observations of each trajectory, ending with each $\tau_{j}$ in criterion $C_{c_{j}}$. To compute an entry at level $i+1$, each state from the previous time
step is tested as a predecessor and the one yielding the smallest flow diagram is selected.

Theorem 10 A smallest flow diagram for $m$ trajectories of length $n$ and $k$ fixed criteria can be computed in $O\left(k^{2 m} \cdot m n\right)$ time, assuming $T(1,1)=O(1)$.
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#### Abstract

An important task in trajectory analysis is defining a meaningful representative for a set of similar trajectories. How to formally define and find such a representative is a challenging problem. We propose and discuss two possible definitions. In both definitions we use only the geometry of the trajectories, that is, no temporal information is required, and measure the quality of the representative using the homotopy area between the representative and the input trajectories. Computing an optimal representative turns out to be NP-hard for one of the definitions, whereas the other definition allows efficient algorithms for a reasonable class of input trajectories.


## 1 Introduction

Extracting a meaningful representative trajectory from a collection of similar trajectories is an important open problem in GIS that has recently received considerable attention [1-3, 9-11, 13, 14]. Fig. 1 illustrates our setting, where trajectories are embedded in the plane; the goal is to find a good representative that captures important features shared by most of the input curves.

In [4], Buchin et al. investigate whether a reasonable notion of a median exists that depends only on the intersections in a set of trajectories, while essentially not using the geometry in any way. The authors also incorporate a notion of the topology of the underlying space, by placing obstacles in large open regions and restricting the class of trajectories to the same homotopy type. They conclude that while computation of the median is possible to some extent, some notion of geometry and topology seems necessary to handle practical situations.

In this paper, we include some geometric and topological information in the selection of a representative

[^33]

Figure 1: A set of similar trajectories, and the desired representative trajectory.
curve, namely, the area of the faces in the arrangement of trajectories. We use the homotopy area measure from Chambers and Wang [7], which measures similarity by the area swept by a minimum homotopy between two input curves. This notion is particularly attractive in our setting as it implicitly penalizes a representative trajectory for missing large regions without making it necessary to artificially place obstacles in the ambient space.

Clearly, if the trajectories considered are completely dissimilar, and thus have no important common features, there is also no good representative trajectory for them. Therefore, it makes sense to consider only trajectories that have the same general "shape".

Problem Statement. We are given a set of trajectories $\mathcal{T}=\left\{T_{1}, . ., T_{n}\right\}$, which for the purposes of this paper are simply curves in the plane. We wish to compute a single trajectory $\mathrm{m}^{*}$ that best represents all trajectories in $\mathcal{T}$. As we will use homotopy area to measure the quality of $\mathbf{m}^{*}$ we require that: (i) all trajectories start and end at the same points, (ii) each individual trajectory $T_{i}$ is simple, that is, it has no self-intersections (or else homotopy area is not well defined), and (iii) the start and end points lie in the outer face of the arrangement of trajectories.

We require that $\mathbf{m}^{*}$ also goes from the common start point to the common end point and has the following properties: (a) $m^{*}$ should consist of segments of the input trajectories, (b) $\mathrm{m}^{*}$ should be simple, (c) $\mathrm{m}^{*}$ should use each segment in the correct direction (i.e., the same direction as used in the input trajectory), and (d) all segments of a trajectory that appear on $\mathrm{m}^{*}$ should appear in the correct order.

Among all possible output trajectories that satisfy these requirements, we wish to select one that represents $\mathcal{T}$ best. We measure this by the distance between the (candidate) median $\mathrm{m}_{\text {, }}$ and the trajectories in $\mathcal{T}$. Let $d\left(\mathbf{m}_{\mathbf{\prime}}, T\right)$ be the homotopy area between $\mathbb{m}$, and a trajectory $T \in \mathcal{T}$. We con-


Figure 2: An illustration of the NP-hardness reduction from Partition. The purple curve represents the partition $B=\left\{a_{2}, a_{3}, a_{6}, a_{7}\right\}$ and $G=\left\{a_{1}, a_{4}, a_{5}\right\}$.
sider two variants: minimizing the maximum distance $\mathscr{M}\left(\mathbf{m}_{\mathbf{l}}, \mathcal{T}\right)=\max _{T \in \mathcal{T}} d\left(\mathbf{m}_{\mathbf{t}}, T\right)$ between $\mathbf{m}_{\text {, }}$ and the trajectories in $\mathcal{T}$, and the sum of the distances $\mathscr{D}\left(\mathbf{m}_{\mathbf{\prime}}, \mathcal{T}\right)=\sum_{T \in T} d\left(\mathbf{m}_{\mathbf{T}}, T\right)$ between $\mathbf{m}_{\mathbf{l}}$ and the trajectories in $\mathcal{T}$. If $\mathcal{T}$ is clear from the context we will write $\mathscr{M}\left(\mathbf{m}_{\mathbf{L}}\right)=\mathscr{M}\left(\mathbf{m}_{\mathbf{L}}, \mathcal{T}\right)$ and $\mathscr{D}\left(\mathbf{m}_{\mathbf{e}}\right)=\mathscr{D}\left(\mathbf{m}_{\mathbf{L}}, \mathcal{T}\right)$.

Results. We show that the first variant considered, minimizing the maximum distance, is NP-hard, even if the trajectories are all $x$-monotone. For the second variant we show that if the trajectories have a similar "shape" then we can compute a representative minimizing $\mathscr{D}$ efficiently. Quite surprisingly, our results show that under reasonable constraints, the simple median from Buchin et al. [4] that does not incorporate areas in any way, remains the optimal choice for minimizing $\mathscr{D}$.

## 2 Minimizing the Maximum Distance $\mathscr{M}$

We first show that the problem of minimizing the maximum distance between the median trajectory and all other trajectories in NP-hard, even for the case of a constant number of $x$-monotone input curves. Our reduction proceeds from the Partition problem, which, given a set $A=\left\{a_{1}, . ., a_{n}\right\}$ of positive integers, asks if there is a partition of $A$ into sets $B$ and $G$ such that $\sum(B)=\sum(G)=\sum(A) / 2$, where $\sum(X)=\sum_{a \in X} a$.

Given the set $A$, we construct two $x$-monotone trajectories (curves) $T_{B}$ and $T_{G}$ such that the faces between successive intersections have area equal to some $a_{i} \in A$. See Fig. 2 for an illustration.

Any candidate trajectory $\mathrm{m}_{\text {c }}$ corresponds to a partition of $A$ into $B$ and $G: a_{i} \in B$ if and only if $\mathrm{m}_{\bullet}$ uses the edges of $T_{B}$ that bound the face corresponding to $a_{i}$. It follows that the homotopy area between $\mathrm{m}_{\text {, }}$ and $T_{B}$ is exactly $\sum(B)$. Similarly, the homotopy area between $\boldsymbol{m}_{\mathrm{C}}$ and $T_{G}$ is $\sum(G)$, and thus $\mathscr{M}\left(\mathrm{m}_{\mathbf{~}}\right)=$ $\max \left\{\sum(B), \sum(G)\right\}$. Let $\mathbf{m}^{*}$ be a trajectory minimizing $\mathscr{M}$. We have that $\mathscr{M}\left(\mathbf{m}_{*}^{*}\right)=\sum(A) / 2$ if and only if $A$ can be partitioned such that $\sum(B)=\sum(G)$. It follows that minimizing $\mathscr{M}$ is (weakly) NP-hard.


Figure 3: The trajectory graph $\Gamma$. In this example, $\Gamma$ is acyclic.


Figure 4: The simple median for a set of $x$-monotone trajectories.

## 3 Minimizing the Sum of Distances $\mathscr{D}$

We now describe how to compute a representative that minimizes $\mathscr{D}$ for a set of trajectories $\mathcal{T}$ whose shape is similar. As a warmup, we consider the case in which the trajectories in $\mathcal{T}$ are $x$-monotone. We then show that this approach extends to the case where the trajectory graph $\Gamma$ is an arbitrary acyclic graph. The set of vertices of $\Gamma$ consists of the start point, the end point, and the intersection points of the trajectories. An edge in $\Gamma$ then corresponds to a piece of a trajectory, directed along that trajectory. See Fig. 3.

## $3.1 x$-Monotone Trajectories

In this section we will show that for $x$-monotone trajectories, the simple median, as defined by Buchin et al. [4], also minimizes the sum of the homotopy areas $\mathscr{D}$. At the starting point $s$, the simple median starts at the $n / 2^{\text {th }}$ curve (ranking the trajectories by their $y$-coordinate just after $s$ ). It switches at every intersection point it encounters, thus staying on the $n / 2^{\text {th }}$ trajectory. See Fig. 4. Throughout this section we will consider the trajectories as functions mapping time, represented by the $x$-axis, to $\mathbb{R}^{1}$, represented by the $y$-axis. Thus we use $T(t)=T(x)$ to denote the $y$-coordinate of the trajectory $T$ at time $t=x$.

To show that the simple median $\mathbf{m}^{*}$ minimizes $\mathscr{D}$ we write $\mathscr{D}\left(\mathbf{m}_{\mathbf{l}}\right)$ as an integral $\int f(t) \mathrm{d} t$ over time $t$. At any individual time $t, f(t)$ represents the sum of the lengths of a set of intervals along a vertical line. All intervals share a common endpoint (the value of $m_{l}$ at time $t$ ). The total length of these intervals is minimal when $\mathrm{m}_{\text {, }}$ has the same number of trajectories above and below it, that is, when it is the simple median at time $t$.

Lemma 1 The simple median minimizes

$$
F\left(\mathbf{m}_{\mathbf{e}}\right)=\int_{t} \sum_{T \in \mathcal{T}}\left|\mathbf{m}_{\bullet}(t)-T(t)\right| \mathrm{d} t .
$$

Proof. Let $y_{1}, . ., y_{k}$ denote the intersection points of the trajectories with a vertical line $\ell_{x}$ with $x=t$. Any valid trajectory uses one of the points $t_{i}$ at time $t$. We now show that the point $y_{h}$, with $h=\lceil n / 2\rceil$, minimizes $F^{\prime}(y)=\sum_{T \in \mathcal{T}}|y-T(x)|$ at $x=t$. Since the simple median $\mathbf{m}^{*}$ is on the $h^{\text {th }}$ trajectory at any time $t$, it thus follows that $\mathrm{m}^{*}$ minimizes $F$.

Assume by contradiction that the point that minimizes $F^{\prime}$ at $x$ is on $t_{i+1}$, with $i>h$. The case $i<h$ is symmetric. We have $F^{\prime}\left(t_{i+1}\right)=\sum_{j>i+1}\left(t_{j}-t_{i+1}\right)+$ $\sum_{j<i+1}\left(t_{i+1}-t_{j}\right)$, and $F^{\prime}\left(t_{i}\right)=F^{\prime}(i+1)+(n-$ $i)\left(t_{i+1}-t_{i}\right)-i\left(t_{i+1}-t_{i}\right)$. Since $i>h=\lceil n / 2\rceil$ it follows that $F^{\prime}(i)<F^{\prime}(i+1)$. Contradiction.

Given a point $p$ let $\omega(p, \gamma)$ denote the winding number of $p$ with respect to a closed curve $\gamma$.

Lemma 2 Let $\mathcal{T}$ be a set of $x$-monotone trajectories. The simple median minimizes $\mathscr{D}$.

Proof. Let m , be a candidate median trajectory, and let $\gamma_{T}$ be the closed curve obtained by concatenating $\mathrm{m}_{\text {l }}$ and the reverse of $T$. All trajectories are $x$ monotone and have consistent winding numbers, so for any point $p$ any winding number $\omega\left(p, \gamma_{T}\right)$ is either zero, plus one, or minus one. We then apply Lemma 4.3 of Chambers et al. [7] and obtain

$$
\begin{aligned}
\mathscr{D}\left(\mathbf{m}_{\mathbf{l}}\right) & =\sum_{T \in \mathcal{T}} d\left(\mathbf{m}_{\mathbf{l}}, T\right)=\sum_{T \in \mathcal{T}}\left|\int_{p \in \mathbb{R}^{2}} \omega\left(p, \gamma_{T}\right) \mathrm{d} p\right| \\
& =\sum_{T \in \mathcal{T}} \int_{x \in \mathbb{R}} \int_{y \in \mathbb{R}}\left|\omega\left((x, y), \gamma_{T}\right)\right| \mathrm{d} y \mathrm{~d} x \\
& =\int_{x \in \mathbb{R}} \sum_{T \in \mathcal{T}} \int_{y \in \mathbb{R}}\left|\omega\left((x, y), \gamma_{T}\right)\right| \mathrm{d} y \mathrm{~d} x .
\end{aligned}
$$

A vertical line $\ell_{x}$ with $x$-coordinate $x$ intersects (the faces of) $\Gamma$ in a set of intervals $\mathcal{I}(x)=I_{1}, . ., I_{k}$. All points (values) in an interval $I_{i}$ have the same winding number $\omega\left(I_{i}, \gamma_{T}\right)$ with respect to a curve $\gamma_{T}$. So,

$$
\begin{aligned}
\mathscr{D}\left(\mathbf{m}_{\mathbf{*}}\right) & =\int_{x \in \mathbb{R}} \sum_{T \in \mathcal{T}} \sum_{I \in \mathcal{I}(x)} \int_{y \in I}\left|\omega\left((x, y), \gamma_{T}\right)\right| \mathrm{d} y \mathrm{~d} x \\
& =\int_{x \in \mathbb{R}} \sum_{T \in \mathcal{T}} \sum_{I \in \mathcal{I}(x)}\left|\omega\left(I, \gamma_{T}\right)\right| \cdot|I| \mathrm{d} x .
\end{aligned}
$$

Since the trajectories are $x$-monotone, each trajectory $T \in \mathcal{T}$ intersects a vertical line $\ell_{x}$ in exactly one point, namely $(x, T(x))$. Let $J_{T} \subseteq \ell_{x}$ be the interval bounded by $\mathrm{m}_{( }(x)$ and $T(x)$. It follows that $|\omega(I, \gamma)|=1$ if $I \subseteq J_{T}$ and zero otherwise, and thus

$$
\mathscr{D}\left(\mathbf{m}_{\mathbf{e}}\right)=\int_{x \in \mathbb{R}} \sum_{T \in \mathcal{T}}\left|\mathbf{m}_{\mathbf{C}}(x)-T(x)\right| \mathrm{d} x=F\left(\mathbf{m}_{\mathbf{l}}\right)
$$

The lemma now follows from Lemma 1.

From Lemma 2 it follows that we can compute a median trajectory using the algorithm of Buchin et al. [4] in $O((N+k) \alpha(N) \log (N))$ time, where $N$ is the total complexity of the input trajectories, and $k$ is the output complexity (which is at most $O\left(N^{2}\right)$ ).

### 3.2 Extending to Arbitrary Acyclic $\Gamma$

The arguments from the previous section can be extended to the case where the trajectory graph is acyclic. We observed that the function $F$ in Lemma 1 is an integral over time, summing the lengths of intervals along a vertical line. It is easy to see that this generalizes to a sum of intervals along an arbitrary timevarying curve. More formally, let $\ell:[0,1] \times[0,1] \rightarrow \mathbb{R}^{2}$ be a continuous map such that at any time $t$, the curve $\ell(t)=\bigcup_{z \in[0,1]} \ell(t, z)$ intersects each trajectory from $\mathcal{T}$ exactly once. The curve $\mathbf{m}_{\ell}$ that at any time $t$ corresponds to the $n / 2^{\text {th }}$ intersection point on $\ell(t)$ minimizes the function

$$
G\left(\mathbf{m}_{\mathbf{*}}\right)=\int_{t \in[0,1]} \sum_{T \in \mathcal{T}} \operatorname{len}\left(\ell(t), \mathbf{m}_{( }(t), T(t)\right) \mathrm{d} t
$$

where len $(C, p, q)$ denotes the length along curve $C$ from $p$ to $q$. Additionally, we observe that for any two maps $\ell_{1}$ and $\ell_{2}$, these median curves $\mathrm{m}_{1}$ and $\mathrm{m}_{2}$ are the same curve: the simple median $\mathbf{m}^{*}$. To see this, consider sweeping $\ell_{1}$ and $\ell_{2}$ over $\Gamma$, while maintaining the edges $e_{1}$ and $e_{2}$ of $\Gamma$ currently containing $\mathrm{m}_{1}$ and $\mathrm{m}_{2}$, respectively. Initially, the $\mathrm{m}_{1}$ and $\mathrm{m}_{2}$ use the same outgoing edge of $s$, hence $e_{1}=e_{2}$. The key insight is now that $e_{i}$ changes only if $\ell_{i}$ sweeps over the end point $v$ of $e_{i}$. Conversely, if $\ell_{i}$ sweeps over a different vertex of $\Gamma$, the number of curves intersecting $\ell_{i}$ before and after $\mathbf{m}_{i}$ does not change. This implies that $\mathbf{m}_{1}$ and $\mathbf{m}_{2}$ both use the same outgoing edge of $v$. Repeating this argument gives us that $\mathrm{m}_{1}=\mathrm{m}_{2}=$ $\mathrm{m}^{*}$. Therefore, we conclude:

Lemma 3 The simple median minimizes $G\left(\mathbf{m}_{\mathbf{L}}\right)$.
Analogous to Lemma 2 we now rewrite $\mathscr{D}\left(\mathbf{m}_{\mathbf{l}}\right)$ as an integral over time. However, instead of directly mapping time $t$ to a vertical line $x=t$, we map every time $t$ to a curve $\ell(t)$ that intersects each trajectory exactly once. Such a (continuous) map exists, since the trajectories do not contain self intersections, and $\Gamma$ is acyclic.

It then again follows that all winding numbers are zero, one, or minus one, and thus we can obtain $\mathscr{D}\left(\mathbf{m}_{\mathbf{\prime}}\right)=G\left(\mathbf{m}_{\mathbf{l}}\right)$. The following result then follows from Lemma 3.

Lemma 4 Let $\mathcal{T}$ be a set of trajectories for which $\Gamma$ is acyclic. The simple median minimizes $\mathscr{D}$.

Thus, we can again compute a median trajectory using the algorithm of Buchin et al. [4]. Hence:


Figure 5: A corridor.

Theorem 5 Let $\mathcal{T}$ be a set of trajectories with total complexity $N$ and for which $\Gamma$ is acyclic. $A$ trajectory that minimizes $\mathscr{D}$ can be computed in $O((N+k) \alpha(N) \log (N))$ time, where $k$ is the complexity of the resulting trajectory.

## 4 Future Work

Throughout this paper, we have assumed that the trajectories are constrained to be similar, so that the underlying intersection graph is $x$-monotone or acyclic. When the trajectory graph is not acyclic, we propose a two phase approach. In the first phase we compute a corridor, capturing the global shape of the trajectories. In the second phase we compute a concrete curve representing the trajectories in the corridor. The conceptual existance of a corridor is justified by the assumption that the input trajectories are similar. We can formalize the notion of a corridor as follows.

Let $\mathcal{M}$ be a simply connected continuous topological space, let $f: \mathcal{M} \rightarrow \mathbb{R}^{2}$ be a continuous function mapping $\mathcal{M}$ onto $\mathbb{R}^{2}$, and let $\mathcal{T}_{\mathcal{M}}=f^{-1}(\mathcal{T})$ denote the set of trajectories lifted onto $\mathcal{M}$ using $f^{-1}$. We define a corridor to be such a pair $(\mathcal{M}, f)$ for which the trajectory graph $\Gamma_{\mathcal{M}}$ of the trajectories $\mathcal{T}_{\mathcal{M}}$ is acyclic. Fig. 5 shows an example.

We can find a representative for the set of trajectories $\mathcal{T}_{\mathcal{M}}$ using Theorem 5. What remains is to find and compute a corridor $(\mathcal{M}, f)$. We plan to investigate computing a corridor in future work. We will consider lifting the trajectories to a covering space where the underlying graph is acyclic. As long as this lifting to a new space is locally consistent and preserves the fact that any two of the trajectories are homotopic, this allows lifting the homotopy area measure. However, as there are many possible ways to lift, further investigation of the trade-offs involved is necessary.

We focused on using the homotopy area to measure the distance between the trajectories. There are many other alternative measures that take topology and geometry into account. Homotopy width (or homotopic Fréchet distance) [8] and homotopy height [5,12] are obvious options, as is homology area [6], although it is unclear if any of these are tractable or useful in practice.
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# Central Trajectories 
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#### Abstract

We study the problem of computing a suitable representative of a set of similar trajectories. To this end we define a central trajectory $\mathcal{C}$, which consists of pieces of the input trajectories, switches from one entity to another only if they are within a small distance of each other, and such that at any time $t$, the point $\mathcal{C}(t)$ is as central as possible. We measure centrality in terms of the radius of the smallest disk centered at $\mathcal{C}(t)$ enclosing all entities at time $t$, and discuss how the techniques can be adapted to other measures of centrality. For entities moving in $\mathbb{R}^{1}$ we show that an optimal central trajectory $C$ representing $n$ trajectories, each consisting of $\tau$ edges, has complexity $\Theta\left(\tau n^{2}\right)$ and can be computed in $O\left(\tau n^{2} \log n\right)$ time. For entities moving in $\mathbb{R}^{d}$ with $d \geq 2$, the complexity of $\mathcal{C}$ is at most $O\left(\tau n^{5 / 2}\right)$ and can be computed in $O\left(\tau n^{3}\right)$ time.


## 1 Introduction

A trajectory is a sequence of time-stamped locations in the plane, or more generally in $\mathbb{R}^{d}$. Trajectory data is obtained by tracking the movements of e.g. animals [1, 4, 6], hurricanes [8], traffic [7], or other moving entities [5] over time. Large amounts of such data have recently been collected in a variety of research fields. As a result, there is a great demand for tools and techniques to analyze trajectory data.

We study representing a set of (similar) trajectories by a single representative trajectory that captures the defining features of all trajectories in the set. Representative trajectories are useful for example in clustering. When choosing a representative trajectory for a group of similar trajectories, the first obvious choice would be to pick one of the trajectories in the group. However, one can argue that no single element in a group may be a good representative, e.g. because each individual trajectory has some prominent feature that is not shared by the rest (see Fig. 1(a)), or no trajectory is sufficiently in the middle all the time. On the other hand, it is desirable to output a trajectory that does consist of pieces of input trajectories, because otherwise the representative trajectory may display behaviour that is not present in the input, e.g. because of contextual information that is not available to the algorithm (see Fig. 1(b)).
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Figure 1: (a) Every trajectory has a peculiarity that is not representative for the set. (b) Taking the pointwise average of a set of trajectories may result in one that ignores context.

Central trajectories. Buchin et al. [2] consider the problem of computing a median trajectory for a set of trajectories without time information. Their method considers the trajectories as curves in the plane, and produces a trajectory (curve) that consists of pieces of the input. In this work, we focus on incorporating time into the representative. Ideally, we would output a trajectory $\mathcal{C}$ such that at any time $t$, $\mathcal{C}(t)$ is the point (entity) that is closest to its farthest entity. Unfortunately, when the entities move in $\mathbb{R}^{d}$ for $d>1$, this may cause discontinuities. Such discontinuities are unavoidable: if we insist that the output trajectory consists of pieces of input trajectories and is continuous, then in general, there will be no opportunities to switch from one trajectory to another, and we are effectively choosing one of the input trajectories again. At the same time, we do not want to output a trajectory with arbitrarily large discontinuities. An acceptable compromise is to allow discontinuities, or jumps, but only over small distances, controlled by a parameter $\varepsilon$. We note that this problem of discontinuities also shows up for representatives without time information and entities moving in $\mathbb{R}^{d}$, with $d \geq 3$, because the traversed curves generally do not intersect.

Problem description. We are given a set $\mathcal{X}$ of $n$ entities, each moving along a piecewise linear trajectory in $\mathbb{R}^{d}$ consisting of $\tau$ edges. We assume that all trajectories have their vertices at the same times $t_{0}, . ., t_{\tau}$. For an entity $\sigma$, let $\sigma(t)$ denote the position of $\sigma$ at time $t$. With slight abuse of notation we will write $\sigma$ for both entity $\sigma$ and its trajectory. At a given time $t$, we denote the distance from $\sigma$ to the entity farthest away from $\sigma$ by $D_{\sigma}(t)=D(\sigma, t)=\max _{\psi \in \mathcal{X}}\|\sigma(t) \psi(t)\|$, where $\|p q\|$ denotes the Euclidean distance between points $p$ and $q$ in $\mathbb{R}^{d}$.

For ease of exposition, we assume that the trajectories are in general position: that is, no three trajectories intersect in the same point, and no two pairs of entities are at distance $\varepsilon$ from each other at the same time.

A trajectoid is a function that maps time to the set of entities $\mathcal{X}$, with the restriction that at discontinuities the distance between the entities involved is at most $\varepsilon$. Intuitively, a trajectoid corresponds to a concatenation of pieces of the input trajectories in such a way that two consecutive pieces match up in time, and the end point of the former piece is within distance $\varepsilon$ from the start point of the latter piece. More formally, for a trajectoid $\mathcal{T}$ we have that

- at any time $t, \mathcal{T}(t)=\sigma$ for some $\sigma \in \mathcal{X}$, and
- at every time $t$ where $\mathcal{T}$ has a discontinuity, that is, $\mathcal{T}$ jumps from entity $\sigma$ to entity $\psi$, we have that $\|\sigma(t) \psi(t)\| \leq \varepsilon$.
Note that this definition still allows for a series of jumps within an arbitrarily short time interval $[t, t+\delta]$, essentially simulating a jump over distances larger than $\varepsilon$. To make the formulation cleaner, we slightly weaken the second condition, and allow a trajectoid to have discontinuities with a distance larger than $\varepsilon$, provided that such a large jump can be realized by a sequence of small jumps, each of distance at most $\varepsilon$. When it is clear from the context, we will write $\mathcal{T}(t)$ instead of $\mathcal{T}(t)(t)$ to mean the location of entity $\mathcal{T}(t)$ at time $t$. We now wish to compute a trajectoid $\mathcal{C}$ that minimizes the function

$$
\mathcal{D}(\mathcal{T})=\int_{t_{0}}^{t_{\tau}} D(\mathcal{T}, t) \mathrm{d} t
$$

So, at any time $t$, all entities lie in a disk of radius $D(\mathcal{C}, t)$ centered at $\mathcal{C}(t)$.

Results. Because space restrictions, we present only the situation where entities move in $\mathbb{R}^{1}$. Our approach can be extended to $\mathbb{R}^{d}$, as well as other measures of centrality. For these results and all omitted proofs we refer to the full version of this paper [9]. We show that the worst case complexity of a central trajectory in $\mathbb{R}^{1}$ is $\Theta\left(\tau n^{2}\right)$, and that we can compute one in $O\left(\tau n^{2} \log n\right)$ time. For entities moving in $\mathbb{R}^{d}$, for any constant $d$, the maximal complexity of a central trajectory $\mathcal{C}$ is $O\left(\tau n^{5 / 2}\right)$. In this case, computing $\mathcal{C}$ takes $O\left(\tau n^{3}\right)$ time and requires $O\left(\tau n^{2} \log n\right)$ space.

## 2 Preliminaries

Let $\mathcal{X}$ be the set of entities moving in $\mathbb{R}^{1}$. The trajectories of these entities can be seen as polylines in $\mathbb{R}^{2}$ : we associate time with the horizontal axis, and $\mathbb{R}^{1}$ with the vertical axis (see Fig. 2). We observe that the distance between two points $p$ and $q$ in $\mathbb{R}^{1}$ is simply their absolute difference, that is, $\|p q\|=|p-q|$.

Let $I$ be the ideal trajectory, that is, the trajectory that minimizes $\mathcal{D}$ but is not restricted to lie on the input trajectories. It follows that at any time $t, I(t)$ is simply the average of the highest entity $\mathcal{U}(t)$ and the lowest entity $\mathcal{L}(t)$. We
further subdivide each time interval $J_{i}=\left[t_{i}, t_{i+1}\right]$ into elementary intervals, such that $I$ is a single line segment inside each elementary interval.

Lemma 1 The total number of elementary intervals is $\tau(n+2)$.

We assume without loss of generality that within each elementary interval $I$ coincides with the $x$-axis. To simplify the description of the proofs and algorithms, we also assume that the entities never move parallel to the ideal trajectory, that is, there are no horizontal edges.

Lemma $2 \mathcal{C}$ is a central trajectory in $\mathbb{R}^{1}$ if and only if it minimizes the function

$$
\mathcal{D}^{\prime}(\mathcal{T})=\int_{t_{0}}^{t_{\tau}}|\mathcal{T}(t)| \mathrm{d} t
$$

By Lemma 2 a central trajectory $C$ is a trajectoid that minimizes the area $\mathcal{D}^{\prime}(\mathcal{T})$ between $\mathcal{T}$ and the ideal trajectory $I$. Hence, we can focus on finding a trajectoid that minimizes $\mathcal{D}^{\prime}$.

## 3 Complexity of a Central Trajectory

Lemma 3 For a set of $n$ trajectories in $\mathbb{R}^{1}$, each with vertices at times $t_{0}, . ., t_{\tau}$, a central trajectory $C$ may have worst case complexity $\Omega\left(\tau n^{2}\right)$.

Two entities $\sigma$ and $\psi$ are $\varepsilon$-connected at time $t$ if there is a sequence $\sigma=\sigma_{0}, . ., \sigma_{k}=\psi$ of entities such that for all $i, \sigma_{i}$ and $\sigma_{i+1}$ are within distance $\varepsilon$ of each other at time $t$. A subset $\mathcal{X}^{\prime} \subseteq \mathcal{X}$ of entities is $\varepsilon$-connected at time $t$ if all entities in $\mathcal{X}^{\prime}$ are pairwise $\varepsilon$-connected at time $t$. The set $\mathcal{X}^{\prime}$ is $\varepsilon$-connected during an interval $I$, if they are $\varepsilon$-connected at any time $t \in I$. We now observe:

Observation $1 \subset$ can jump from entity $\sigma$ to $\psi$ at time $t$ if and only if $\sigma$ and $\psi$ are $\varepsilon$-connected at time $t$.

At any time $t$, we can partition $\mathcal{X}$ into maximal sets of $\varepsilon$-connected entities. The central trajectory $\mathcal{C}$ must be in one of such maximal sets $\mathcal{X}^{\prime}$ : it uses the trajectory of an entity $\sigma \in \mathcal{X}^{\prime}$ (at time $t$ ), if and only if $\sigma$ is the entity from $\mathcal{X}^{\prime}$ closest to $I$. More formally, let $f_{\sigma}(t)=|\sigma(t)|$, and let $\mathcal{L}(\mathcal{F})=\min _{f \in \mathcal{F}} f$ denote the lower envelope of a set of functions $\mathcal{F}$.

Observation 2 Let $\mathcal{X}^{\prime} \ni \sigma$ be a maximal set of entities that is $\varepsilon$-connected during interval $J$, and assume that $\mathcal{C} \in$ $\mathcal{X}^{\prime}$ during $J$. For any time $t \in J$, we have that $\mathcal{C}(t)=\sigma(t)$ if and only if $f_{\sigma}$ is on the lower envelope of the set $\mathcal{F}^{\prime}=$ $\left\{f_{\psi} \mid \psi \in \mathcal{X}^{\prime}\right\}$ at time $t$, that is, $f_{\sigma}(t)=\mathcal{L}(\mathcal{F})(t)$.

Let $\mathcal{X}_{1}, . ., \mathcal{X}_{m}$, denote a collection of maximal sets of entities that are $\varepsilon$-connected during time intervals $J_{1}, . ., J_{m}$, respectively. Let $\mathcal{F}_{i}=\left\{f_{\sigma} \mid \sigma \in \mathcal{X}_{i}\right\}$, and let $\mathcal{L}_{i}$ be the lower envelope $\mathcal{L}\left(\mathcal{F}_{i}\right)$ of $\mathcal{F}_{i}$ restricted to interval $J_{i}$. A
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Figure 2: (a) A set of trajectories and the ideal trajectory $I$. The breakpoints in the ideal trajectory partition time into $O(n \tau)$ intervals. (b) The trajectories after transforming I into a horizontal line.
lower envelope $\mathcal{L}_{i}$ has a break point at time $t$ if $f_{\sigma}(t)=$ $f_{\psi}(t)$, for $\sigma, \psi \in \mathcal{X}_{i}$. There are two types of break points: (i) $\sigma(t)=\psi(t)$, or (ii) $\sigma(t)=-\psi(t)$. At events of type (i) the modified trajectories of $\sigma$ and $\psi$ intersect. At events of the type (ii), $\sigma$ and $\psi$ are equally far from $I$, but on different sides of $I$. Let $B=\left\{(t, \sigma, \psi) \mid \mathcal{L}_{i}(t)=f_{\sigma}(t)=\right.$ $\left.f_{\psi}(t) \wedge i \in\{1, . ., m\}\right\}$ denote the collection of break points from all lower envelopes $\mathcal{L}_{1}, . ., \mathcal{L}_{m}$.

Lemma 4 Consider a triplet $(t, \sigma, \psi) \in B$. There is at most one lower envelope $\mathcal{L}_{i}$ such that $t$ is a break point in $\mathcal{L}_{i}$.

Proof. Assume by contradiction that $t$ is a break point in both $\mathcal{L}_{i}$ and $\mathcal{L}_{j}$. At any time $t$, an entity can be in at most one maximal set $\mathcal{X}_{\ell}$. So if $\mathcal{X}_{i}$ and $\mathcal{X}_{j}$ share either entity $\sigma$ or $\psi$, then the intervals $J_{i}$ and $J_{j}$ are disjoint. It follows $t$ cannot lie in both intervals, and thus cannot be a break point in both $\mathcal{L}_{i}$ and $\mathcal{L}_{j}$. Contradiction.

Lemma 5 Let $\mathcal{A}$ be an arrangement of $n$ lines, describing the movement of $n$ entities during an elementary interval $J$. If there is a break point $(t, \sigma, \psi) \in B$, with $t \in J$, of type (ii), then $\sigma(t)$ and $\psi(t)$ lie on the boundary $\partial \mathcal{Z}$ of the zone $\mathcal{Z}$ of $I$ in $\mathcal{A}$.

Lemma 6 Let $\mathcal{A}$ be an arrangement of $n$ lines, describing the movement of $n$ entities during an elementary interval $J$. The total number of break points $(t, \sigma, \phi) \in B$, with $t \in J$, of type (ii) is at most $6.5 n$.

Lemma 7 The total complexity of all lower envelopes $\mathcal{L}_{1}, . ., \mathcal{L}_{m}$ on $\left[t_{i}, t_{i+1}\right]$ is $O\left(n^{2}\right)$.

Theorem 8 Given a set of $n$ trajectories in $\mathbb{R}^{1}$, each with vertices at times $t_{0}, . ., t_{\tau}$, a central trajectory $\mathcal{C}$ has worst case complexity $O\left(\tau n^{2}\right)$.

Proof. A central trajectory $C$ is a piecewise function. From Observations 1 and 2 it now follows that $\mathcal{C}$ has a break point at time $t$ only if (a) two subsets of entities become $\varepsilon$-connected or $\varepsilon$-disconnected, or (b) the lower envelope of a set of $\varepsilon$-connected entities has a break point at time
$t$. Within a single time interval $J_{i}=\left[t_{i}, t_{i+1}\right]$ there are at most $O\left(n^{2}\right)$ times when two entities are at distance exactly $\varepsilon$. Hence, the number of events of type (a) during interval $J_{i}$ is also $O\left(n^{2}\right)$. By Lemma 7 the total complexity of all lower envelopes of $\varepsilon$-connected sets during $J_{i}$ is also $O\left(n^{2}\right)$. Hence, the number of break points of type (b) within interval $J_{i}$ is also $O\left(n^{2}\right)$. The theorem follows.

## 4 Computing a Central Trajectory

We now present an algorithm to compute a trajectoid $C$ minimizing $\mathcal{D}^{\prime}$. By Lemma 2 such a trajectoid is a central trajectory. The basic idea is to construct a weighted (directed acyclic) graph that represents a set of trajectoids containing an optimal trajectoid. We can then find $\mathcal{C}$ by computing a minimum weight path in this graph.

The graph that we use is a weighted version of the Reeb graph that Buchin et al. [3] use to model the trajectory grouping structure. We review their definition here. The Reeb graph $\mathcal{R}$ is a directed acyclic graph. Each edge $e=(u, v)$ of $\mathcal{R}$ corresponds to a maximal subset of entities $C_{e} \subseteq \mathcal{X}$ that is $\varepsilon$-connected during the time interval $\left[t_{u}, t_{v}\right]$. The vertices represent times at which the sets of $\varepsilon$-connected entities change, that is, the times at which two entities $\sigma$ and $\psi$ are at distance $\varepsilon$ from each other and the set containing $\sigma$ merges with or splits from the set containing $\psi$. See Fig. 3 for an illustration.
By Observation 1 a central trajectory $\mathcal{C}$ can jump from $\sigma$ to $\psi$ if and only if $\sigma$ and $\psi$ are $\varepsilon$-connected, that is, if $\sigma$ and $\psi$ are in the same component $C_{e}$ of edge $e$. From Observation 2 it follows that on each edge $e, \mathcal{C}$ uses only the trajectories of entities $\sigma$ for which $f_{\sigma}$ occurs on the lower envelope of the functions $\mathcal{F}_{e}=\left\{f_{\sigma} \mid \sigma \in C_{e}\right\}$. Hence, we can then express the cost for $\mathcal{C}$ using edge $e$ by

$$
\omega_{e}=\int_{t_{u}}^{t_{v}} \mathcal{L}\left(\mathcal{F}_{e}\right)(t) \mathrm{d} t
$$

It now follows that $\mathcal{C}$ follows a path in the Reeb graph $\mathcal{R}$, that is, the set of trajectoids represented by $\mathcal{R}$ contains a trajectoid minimizing $\mathcal{D}^{\prime}$. So we can compute a central trajectory by finding a minimum weight path in $\mathcal{R}$ from a source to a sink.


Figure 3: The Reeb graph for a set of moving entities. The dashed lines indicate that two entities are at distance $\varepsilon$.

Analysis. First we compute the Reeb graph as defined by Buchin et al. [3]. This takes $O\left(\tau n^{2} \log n\right)$ time. Second we compute the weight $\omega_{e}$ for each edge $e$. The Reeb graph $\mathcal{R}$ is a DAG, so once we have the edge weights, we can use dynamic programming to compute a minimum weight path in $O(|\mathcal{R}|)=O\left(\tau n^{2}\right)$ time. So all that remains is to compute the edge weights $\omega_{e}$. For this, we need the lower envelope $\mathcal{L}_{e}$ of each set $\mathcal{F}_{e}$ on the interval $J_{e}$. To compute the lower envelopes, we need the ideal trajectory $I$, which we can compute $I$ in $O(\tau n \log n)$ time by computing the lower and upper envelope of the trajectories in each time interval $\left[t_{i}, t_{i+1}\right]$.

Lemma 7 implies that the total complexity of all lower envelopes is $O\left(\tau n^{2}\right)$. To compute them we have two options. We can simply compute the lower envelope from scratch for every edge of $\mathcal{R}$. This takes $O\left(\tau n^{2} \cdot n \log n\right)=$ $O\left(\tau n^{3} \log n\right)$ time. Instead, for each time interval $J_{i}=$ [ $\left.t_{i}, t_{i+1}\right]$, we compute the arrangement $\mathcal{A}$ representing the modified trajectories on the interval $J_{i}$, and use it to trace $\mathcal{L}_{e}$ in $\mathcal{A}$ for every edge $e$ of $\mathcal{R}$.
Using a standard sweep line algorithm, an arrangement of $m$ line segments can be built in $O((m+A) \log m)$ time, where $A$ is the output complexity. We have $O\left(n^{2}\right)$ line segments: $n+2$ per entity. Since each pair of trajectories intersects at most once during $J_{i}$, we have $A=O\left(n^{2}\right)$. Thus, we build $\mathcal{A}$ in $O\left(n^{2} \log n\right)$ time. The arrangement represents all break points of type (i), of all functions $f_{\sigma}$. Next, we compute all pairs of points in $\mathcal{A}$ corresponding to break points of type (ii). We do this in $O\left(n^{2}\right)$ time by traversing the zone of $I$ in $\mathcal{A}$.

We now trace the lower envelopes through $\mathcal{A}$ : for each edge $e=(u, v)$ in the Reeb graph with $J_{e} \subseteq J_{i}$, we start at the point $\sigma\left(t_{u}\right), \sigma \in C_{e}$, that is closest to $I$, and then follow the edges in $\mathcal{A}$ corresponding to $\mathcal{L}_{e}$, taking care to jump when we encounter break points of type (ii). Our lower envelopes are all disjoint (except at endpoints), so we traverse each edge in $\mathcal{A}$ at most once. The same holds for the jumps. We can avoid costs for searching for the starting point of each lower envelope by tracing the lower envelopes in the right order: when we are done tracing $\mathcal{L}_{e}$,
with $e=(u, v)$, we continue with the lower envelope of an outgoing edge of vertex $v$. If $v$ is a split vertex where $\sigma$ and $\psi$ are at distance $\varepsilon$, then the starting point of the lower envelope of the other edge is either $\sigma\left(t_{v}\right)$ or $\psi\left(t_{v}\right)$, depending on which of the two is farthest from $I$. It follows that when we have $\mathcal{A}$ and the list of break points of type (ii), we can compute all lower envelopes in $O\left(n^{2}\right)$ time. We conclude:

Theorem 9 Given a set of $n$ trajectories in $\mathbb{R}^{1}$, each with vertices at times $t_{0}, . ., t_{\tau}$, we can compute a central trajectory C in $O\left(\tau n^{2} \log n\right)$ time using $O\left(\tau n^{2}\right)$ space.

## 5 Entities Moving in $\mathbb{R}^{d}$

For entities moving in $\mathbb{R}^{1}$ we used that computing a central trajectory was equivalent to finding a trajectoid that minimizes the distance to the ideal trajectory. In $\mathbb{R}^{d}$, with $d>1$, however, this is no longer true. Instead, we directly use the functions $D_{\sigma}$ expressing the distance between an entity $\sigma$ and the entity furthest away from $\sigma$. We can then still use Observations 1 and 2 to bound the complexity of $C$ by $O\left(\tau n^{5 / 2}\right)$. An algorithm similar to that of Section 4 that runs in $O\left(\tau n^{3}\right)$ time can then be used to compute a central trajectory. The details can be found in the full version [9].
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#### Abstract

Given a set of points in the plane, we consider problems of finding polygonalizations that use all these points as vertices and that are minimal or maximal with respect to covered area or length of the boundary. By distinguishing between polygons with and without holes, this results in eight different problems, one of which is the famous Traveling Salesman Problem. Starting from an initial flexible integer programming (IP) formulation, we develop two specific IPs and report preliminary results obtained by our implementation.


## 1 Introduction

Two of the fundamental structures of Computational Geometry are planar point sets and polygons. Often they come closely related, for example when asking for a polygonalization: for a given set $V$ of $n$ points in the plane, find a polygonalization with vertex set $V$, possibly subject to some objectives and constraints. In the 1990s, the generation of random polygons on a given point set was considered with the motivation of getting polygons as input for geometric algorithms. Auer et al. [1] named five different heuristics for the generation of random polygons. O'Rourke et al. [8] focused on random polygons, while Mitchell et al. [12] worked on random monotone polygons.

Given the geometric character of polygons, natural objectives are boundary length and area, which may be minimized or maximized. Furthermore, we may consider simple polygons (without holes and selfintersections) or, more generally, polygons with holes. Just like that, we have a family of eight basic problems of polygonalizing a set $V$; see Table 1 and Figure 2.

|  | general |  | simple |  |
| :---: | :---: | :---: | :---: | :---: |
|  | area | boundary | area | boundary |
| min | MinArea | MinBound | SMinArea | SMinBound |
| max | MaxArea | MaxBound | SMaxArea | SMaxBound |

Table 1: Problem overview

[^35]

Figure 1: Calculation of the area of $P$ : Using some reference point $r$, each edge forms an oriented triangle. Counterclockwise triangles contribute positive area (left), others are subtracted (right).

### 1.1 Related Work on Complexity

Without doubt, the most prominent family member is SMinBound, the Euclidean Traveling Salesman Problem (TSP): Thanks to the triangle inequality, a shortest tour for a given set of vertices is always noncrossing. This classical version of the problem is NPhard, with well-established benchmark sets [9]. The complexity of MinBound is unknown; note that an optimal 2-factor does not necessarily yield an optimal solution, so the problem may still turn out to be NPhard. Problems of maximum-boundary length have also been studied, and are related (but not identical) to the Maximum Traveling Salesman Problem [5, 2], whose complexity on a planar point set is Problem \#49 of the famous Open Problems Project list [3]. To the best of our knowledge, the complexity of MaxBound as well as SMaxBound is open. Dumitrescu and Tóth [4] gave a $2 / \pi$-approximation algorithm for a broad class of instances of SMAxBound. Note that all of these problems have to deal with the additional difficulty of computing a sum of square roots, which is a classical open problem: \#33 in [3].

As opposed to the difficulty concerning Euclidean distances, the area of a polygon with rational vertices is rational and can be computed efficiently; see Figure 1. Optimizing area is also a natural problem. While it has received less attention than TSP and its variants, its complexity has been resolved. Fekete [7, 6] showed that SMinArea and SMaxArea are both NP-hard problems; using the same construction, we can conclude that MinArea is also NP-hard. With a separate construction (not given here due to space limitations), we can show that MaxArea is NP-hard as well.


Figure 2: Different optimal solutions on the same input set $V$ for all eight problems.

### 1.2 Computing Optimal Polygons

As discussed, all problem variants are either known or conjectured to be NP-hard. In the theory community, this is typically used as an incentive for studying approximation algorithms. While several of our problem variants have been studied in this regard (e.g., Euclidean and Max TSP allow polynomial-time approximation schemes, while others allow constantfactor approximations), this is not the goal of this paper. Instead, we want to demonstrate that it is still possible to compute provably optimal solutions for instances of these NP-hard problems, by combining methods of combinatorial optimization (most notably, integer linear programming) with geometric insights. As it turns out, this yields some relatively generic approaches that are suitable for all our problems, and thus possibly for related ones as well. As the ability to check the true optimal values for some instances can provide better comparisons, our approach may also be beneficial for the study of approximation algorithms and heuristics.

## 2 IP Formulation

Our approach is an IP-based algorithm that solves a relaxation and then, on-demand, adds constraints in a separation phase. (For an introduction to linear and integer programming, see [10].)

### 2.1 Edge-Based IP for Polygonal Subdivisions

Let $E=L \cup R$ be the set of all oriented edges of the complete graph induced by $V$, where $L$ and $R$ are the edges directed to the left and right, respectively. By $e_{i j}$ we denote the edge from $v_{i}$ to $v_{j}$ and by $z_{i j} \in$ $\{0,1\}$ its corresponding variable, by $X_{R}\left(e_{i j}\right)$ the set of
edges in $R$ crossing $e_{i j}$. Depending on the considered problem, $f_{i j}$ either denotes the Euclidean length of $e_{i j}$ or the signed area of the triangle that is formed by $e_{i j}$ and the origin, which is used as reference point; see Figure 1. Hence, the objective function is given by

$$
\begin{equation*}
\min / \max \sum_{i \neq j} f_{i j} z_{i j}+f_{j i} z_{j i} \tag{1}
\end{equation*}
$$

This is subject to the following constraints:

$$
\begin{array}{r}
\forall i: \sum_{j \neq i} \begin{array}{l}
z_{i j}=1 \\
z_{j i}=1
\end{array} \\
\forall i \neq j: z_{i j}+z_{j i} \leq 1 \\
\forall i<j \text { and } k_{i j}=\left|X_{R}\left(e_{i j}\right)\right|: \\
k_{i j} z_{i j}+k_{i j} z_{j i}+\sum_{e_{k l} \in X_{R}\left(e_{i j}\right)}\left(z_{k l}+z_{l k}\right) \leq k_{i j} \\
z_{i j} \in\{0,1\} \tag{5}
\end{array}
$$

Because (2) fixes in- and out-degree of each vertex to one, (3) ensures that for each edge at most one direction is selected, while (4) prevents crossing edges, solving this IP results in an arrangement of non-intersecting oriented (and non-trivial) edge cycles. (1) - (5) generates disjoint, non-trivial, oriented cycles by merely inducing $O\left(n^{2}\right)$ constraints and variables.

However, a polygon is represented by one outer edge cycle, which is oriented counterclockwise and, in the case of general polygons, possibly some inner clockwise cycles that represent the holes. Hence, clockwise cycles incident to the outer face is invalid, as are clockwise cycles that enclose vertices, because they represent holes in holes. Both types are eliminated by the following additional family of constraints.

$$
\begin{equation*}
\forall \text { invalid directed cycles } C: \sum_{\forall e \in C} z_{e} \leq|C|-1 . \tag{6}
\end{equation*}
$$



Figure 3: Five points inducing four inner slabs. Winding numbers are indicated along one ray.

However, because there is an exponential number of constraints of type (6), these are added on demand in a separation phase. IP (1) - (6) is named BasicIP.

### 2.2 A More Efficient Polygonalization

The main issue with BASICIP is that it requires an enormous number of separation steps as it produces many arrangements of boundary cycles that do not represent polygons, let alone a connected or even simple polygon. For example, in the case of MinArea, the IP first prefers boundary cycles with negative area, which then need to be excluded in additional separation steps. It is therefore desirable to enforce a set of boundary cycles that represents a valid polygonal arrangement right away.

Consider a valid polygonal arrangement and a vertical ray from bottom to top. This ray may cross several boundary edges. Let $e$ be a crossed edge. If $e \in R$, the winding number is incremented by one, while it is decremented otherwise; see Figure 3.

Let $S$ be the subdivision of $\mathbb{R}^{2}$ into $n+1$ vertical slabs induced by $V$. Shooting a vertical ray along each slab ensures that every face of any arrangement of edge cycles that are induced by $V$ is visited. For slab $s \in S$, we denote by $\left[e_{1}^{R_{s}}, \ldots, e_{K_{s}}^{R_{s}}\right]$ the sequence of edges oriented to the right and crossing $s$ in the order from bottom to top ${ }^{1}$, analogously for edges in $L$. The following pairs of constraints ensure that the winding number alters between 0 and 1 for every slab.

$$
\begin{align*}
& \forall s \in S \text { and } \forall k=1, \ldots, K_{s}: \\
& \qquad \sum_{i=1}^{k} z_{e_{i}^{R_{s}}}-z_{e_{i}^{L_{s}}} \geq 0  \tag{7}\\
& \geq 0
\end{align*}
$$

As $k$ increases to $K_{s}$, the sum simulates a walk along the ray from bottom to top, thereby adding or subtracting one to the winding number if a corresponding edge is selected.

This yields an extra $O\left(n^{3}\right)$ constraints as $K_{s} \in$ $O\left(n^{2}\right)$ and we call the IP (1) - (7) SLabsIP.
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Figure 4: Left: Calculation of Boundary Number. Right: Calculation of enclosing angles.

### 2.3 Boundary Index

SLABSIP produces valid polygonal arrangements. However, especially when solving SMinArea, many solutions consisting of small distinct polygons have to be eliminated in separation steps. Therefore, it is desirable to add constraints that encode the sum $B$ of positive and negative boundary cycles. In the case of simple polygons, we have $B=1$, while for general polygons $B \leq 1$ holds.

First observe that for each boundary cycle, we can sum up the angles $\beta_{i}$ that are enclosed by two edges at vertex $i$ (see Figure 4). For each counterclockwise cycle, these angles add up to $+360^{\circ}$, and to $-360^{\circ}$ for clockwise ones. Hence, summing up at every vertex and dividing by $360^{\circ}$ yields $B$.

Let $\alpha_{i j}$ denote the angle between $e_{i j}$ and the $x$ axis, in counterclockwise orientation. Now the angle between $e_{i j}$ and $e_{j k}$ at $v_{j}$ is $\alpha_{j k}-\alpha_{i j}$. This is correct modulo $360^{\circ}$, and we obtain

$$
\begin{array}{r}
\forall i: \sum_{j \neq i} \alpha_{i j} z_{i j}-\sum_{j \neq i} \alpha_{j i} z_{j i}+360 y_{i} \leq+180 \\
\geq-180  \tag{9}\\
y_{i} \in\{-1,0,+1\}
\end{array}
$$

In order to obtain $B$, we sum up over all angles in (8):

$$
B=\frac{1}{360} \sum_{i=1}^{n}\left(\sum_{j \neq i} \alpha_{i j} z_{i j}-\sum_{j \neq i} \alpha_{j i} z_{j i}+360 y_{i}\right)
$$

However, because we already ensure closed cycles, the $\alpha_{i j}$ cancel out and for general polygonswe only add the following constraint ${ }^{2}$ :

$$
\begin{equation*}
\sum_{i=1}^{n} y_{i} \leq 1 \tag{10}
\end{equation*}
$$

This adds only $O(n)$ constraints and variables. However, note that this does not completely avoid separations steps. For instance, an arrangement of two polygons, one of which has one hole, has boundary index one. Such a solution must still be cut off in a separation step. IP (1) - (10) is named BIndexIP.
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Figure 5: Success rate for the eight problems, with 30 instances for each input size ( $y$-axis). Left bars: SlabsIP. Right bars: BIndexIP.


Figure 6: Average number of separation steps for 30 instances of the given input size. All instances where solved within the time limit. Blue: SlabsIP. Red: BIndexIP.

## 3 Experiments

Our implementation uses CPLEX to represent and solve the presented IPs. The geometric part is based on the CGAL Arrangements package [11]. CGAL represents planar subdivision by a doubly connected edge list (DCEL), which is ideal for detecting invalid boundary cycles.

All experiments were run on an Intel Core i7-4770 CPU clocked at 3.40 GHz with 16 GB of RAM. For each point size we considered 30 randomly generated instances, with a time limit of 30 minutes. We do not show benchmark results for BASICIP, as it performed much worse than SlabsIP and BIndexIP.

We observe that both generic IPs perform much better for the minimum boundary problems (MinBound and SMinBound, i.e., the TSP), for which we are able to solve all instances up to about 45 input points; see Figure 5. This is still much worse than the performance of custom-made approaches for the TSP, but it illustrates the greater practical difficulty of the other problems. For all problems that optimized boundary BIndexIP, performed worse than SlabsIP, as BIndexIP was not able to significantly reduce the number of separation steps. In the case of MaxBound and SMaxBound, already SlabsIP requires hardly any separation steps; see Figure 6.

In the case of problems optimizing the area, we can observe that BIndexIP indeed improves the per-
formance significantly. The only exception is MaxArea, for which already SlabsIP usually does not require any separation step. The reason is that the optimal result is essentially the convex hull of the point set with some small inner triangles removed, which is usually found in the first round. However, for SMAXArea as well as MinArea and SMinArea we can observe a significant advantage for BIndexIP, as it is essentially able to skip the separation step.

Why are minimum boundary problems practically easier to solve? For these problem variants, the intersection constraints (4) are already implied by triangle inequality, and as such only give a slight overhead; this is not the case for the other problem variants. This can be further exploited; for problems optimizing the boundary, a more specialized IP formulation can be based on undirected edges, requiring only half the number of variables as in our generic approach.
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#### Abstract

We consider the following problem: Given a set $S$ of non-negative $d$-dimensional cost vectors, we want to compute $S^{\prime} \subseteq S$ with $S^{\prime}$ containing only vectors $v$ from $S$ for which exists an $\alpha \in \mathbb{R}_{\geq 0}^{d}$ such that $\alpha^{T} v \leq \alpha^{T} w$ for all $w \in S$. Based on a geometric interpretation of this problem we propose pruning oracles which reduce $S$ to $S^{\prime}$. We outline how these oracles can be employed in practice in the context of personalized route planning in huge street networks. Finally, we prove the effectiveness of the oracles experimentally using a CGAL-based implementation.


## 1 Introduction

Given a set $S$ of non-negative $d$-dimensional vectors, we want to solve the minimization problem $\min _{v \in S} \alpha^{T} v$ with $\alpha \in \mathbb{R}_{\geq 0}^{d}$. In particular, we want to answer the following type of query: for given $\alpha$, find the vector $v \in S$ which yields the minimum value $\alpha_{1} v_{1}+\alpha_{2} v_{2}+\cdots+\alpha_{d} v_{d}$. Obviously, if $S$ contains vectors that are never optimal no matter how $\alpha$ is chosen, these vectors can be pruned from $S$. We call the reduced set $S^{\prime}$. The more concise $S^{\prime}$, the faster the optimal vector can be identified for given $\alpha$, and the less space is needed to store $S^{\prime}$. Hence our goal is to construct pruning oracles, which reduce $S$ to the smallest possible subset $S^{\prime}$, such that for any choice of $\alpha$ the solution is still the same as for $S$.

If we interpret the $d$-dimensional vectors in $S$ as points in a $d$-dimensional coordinate system, the vectors that have to be kept in $S^{\prime}$ are exactly the ones that correspond to corners of the convex hull of $S$ that are visible from the origin of the coordinate system (for an opaque convex hull). In the dual view, where the vectors become hyperplanes, these are the ones on the lower envelope of all hyperplanes. In Figure 1 both views are illustrated for $d=2$.

In principle, the interpretation of vectors as points in $\mathbb{R}^{d}$ provides us with a straightforward solution for our problem. In fact, we only have to construct the convex hull and inspect the part of it that is visible from the origin. But in practice this approach is not really applicable. The complexity of the boundary de-
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Figure 1: Two representations of the vector set $(1,7),(2,4),(2,9),(3,6),(5,3),(6,2)$; in the left image as lines, in the right image as points. The items that border the visible area of interest (gray) are coloured blue. Those form the boundary of the convex hull visible from the origin. In this example it is $(1,7),(2,4),(6,2)$.
scription of the convex hull of $|S|$ points in $d$ dimensions might be in the order of $|S|^{\lfloor d / 2\rfloor}$. Already for moderate dimensions, the computation of the convex hull becomes very expensive for large sets $S$ and also error-prone if floating point arithmetic is used. Experimenting with an implementation of a $d$-dimensional convex hull algorithm in CGAL, we could not get acceptable running times for $d$ larger than 3 .

The scope of this paper is the design of efficient methods to construct $S^{\prime}$ (or small supersets thereof) without explicitly constructing the convex hull of $S$.

### 1.1 Related Work

There exist various methods to construct the convex hull in $d$ dimensions, e.g. a deterministic algorithm with a runtime of $\mathcal{O}\left(|S| \log |S|+|S|^{\lfloor d / 2\rfloor}\right)$ [2], or the QuickHull algorithm [1]. But these methods are designed for computing and investigating the complete facet structure of the convex hull. In our scenario, we are neither interested in the part of the convex hull not visible from the origin nor in the actual facet structure, but only in the visible extreme points.

### 1.2 Contribution

We present several pruning strategies which reduce the set $S$ of $d$-dimensional cost vectors efficiently. We show that these pruning oracles can be employed in the context of personalized route planning in huge street networks. Our experimental results prove that our oracles work in practice and can be implemented
(using CGAL) even for high dimensions $d$.

## 2 Pruning High-Dimensional Cost Vectors

Let us first focus on pruning strategies/oracles which might not lead to the minimal possible reduced set $S^{\prime}$, but are simple and very efficient. Then we introduce a more sophisticated incremental approach, which constructs the optimal $S^{\prime}$.

### 2.1 Pruning Dominated Vectors

The most straightforward strategy to prune vectors from $S$ is by domination. A vector $v \in \mathbb{R}^{d}$ dominates another vector $w \in \mathbb{R}^{d}$ if $v_{i} \leq w_{i} \forall i=1, \ldots, d$ and $v_{i}<w_{i}$ for at least one $i \in\{1, \ldots, d\}$.

One can compare each vector $v$ to every other vector $v^{\prime}$ in the set, checking component-wise if $v_{i} \leq v_{i}^{\prime}$ for $i=1, \cdots, d$ in order to prune out all dominated vectors. This leads naively to a runtime of $\mathcal{O}\left(d|S|^{2}\right)$.

### 2.2 Pruning Spanned Vectors

Of course, not every non-dominated vector is optimal for some choice of $\alpha$. The following Lemma characterizes superfluous, non-dominated cost vectors that can never be optimal no matter what $\alpha$ has been chosen.

Lemma $1 A$ vector $v \in \mathbb{R}^{d}$ can be pruned from a set of vectors $S$ if a convex combination $v^{\prime}$ of at most $d$ other vectors from $S$ dominates $v$.

Proof. Assume for contradiction that for given $\alpha$, vector $v$ uniquely defines the minimum cost $\alpha^{T} v=z$, that is, $v$ cannot be pruned. Let $w_{1}, w_{2}, \cdots, w_{d}$ be the $d$ vectors that span $v^{\prime}$ which dominates $v$. So we can represent $v^{\prime}$ as $\gamma_{1} w_{1}+\gamma_{2} w_{2}+\cdots+\gamma_{d} w_{d}$ with $\sum_{i=1}^{d} \gamma_{i}=1, \gamma_{i} \geq 0$. By the domination property we know that $\alpha^{T}\left(\gamma_{1} w_{1}+\gamma_{2} w_{2}+\cdots+\gamma_{d} w_{d}\right) \leq z$ as well. This formula can be rearranged as follows:

$$
\gamma_{1} \alpha^{T} w_{1}+\gamma_{2} \alpha^{T} w_{2}+\cdots+\gamma_{d} \alpha^{T} w_{d} \leq z
$$

As $\alpha^{T} v=z$ is the minimum among all possible vectors, we conclude that $\alpha^{T} w_{i}>z$ for $i=1, \cdots, d$. Plugging this observation in the formula above, we get:

$$
\sum_{i=1}^{d} \gamma_{i} \alpha^{T} w_{i}>\sum_{i=1}^{d} \gamma_{i} z=z \sum_{i=1}^{d} \gamma_{i}=z
$$

This obviously contradicts the fact that the left hand side is less or equal to $z$. Hence the initial assumption that $v$ is necessary to get the minimum cost for some $\alpha$ is wrong, and $v$ can be pruned.

The other direction is also easy to see. If a vector can $v \in \mathbb{R}^{d}$ can be pruned from $S$, i.e., for any $\alpha$ there is a better vector in $S$, the respective vectors convexly combine to a vector dominating $v$.

### 2.2.1 A Simple Pruning Oracle

Lemma 1 tells us that a vector $v$ can be pruned if it is dominated by a vector $v^{\prime}$ spanned by $d$ other vectors. Given a set of $d$ vectors $w_{1}, w_{2}, \cdots, w_{d}$, the test whether a vector $v$ is pruned by them boils down to checking whether the following system of linear inequalities has at least one feasible solution:

$$
\begin{aligned}
\gamma_{1} w_{11}+\gamma_{2} w_{21}+\cdots+\gamma_{d} w_{d 1} & \leq v_{1} \\
\gamma_{1} w_{12}+\gamma_{2} w_{22}+\cdots+\gamma_{d} w_{d 2} & \leq v_{2} \\
\cdots & \\
\gamma_{1} w_{1 d}+\gamma_{2} w_{2 d}+\cdots+\gamma_{d} w_{d d} & \leq v_{d} \\
\gamma_{1}+\gamma_{2}+\cdots+\gamma_{d} & =1 \\
\gamma_{i} & \geq 0
\end{aligned}
$$

A straightforward pruning oracle then checks for each vector if it is pruned by one of the $b=\binom{|S|}{d}$ possible choices of $d$ vectors from $S$. This issues $O(b \cdot|S|)$ calls to a linear programming solver, rendering this approach somewhat impractical. We can't do wrong by only pruning with some few promising bases, though.

A natural choice for a promising set of $d$ vectors is to pick for each dimension the vector with minimum value in the respective component. If by that a vector is chosen for several dimensions, vectors with second, third, ...smallest value in the respective components are chosen from $S$. In practice, the resulting set of vectors quickly prunes a large fraction of superfluous vectors out of $S$.

### 2.2.2 A Complete Pruning Oracle

As mentioned before, the vectors/points that have to be kept in $S^{\prime}$ are exactly the ones visible from the origin on the boundary of the convex hull of all vectors/points. As we are only interested in those points, we have no use for the complete facet structure of the convex hull boundary. So the question is, how to determine the desired points efficiently without wasting too much time for constructing parts of the convex hull that we never inspect anyway.

To guarantee that the complexity of the final convex hull description is only influenced by the part visible from the origin, we simply augment $S$ with $d$ auxiliary points $p_{1}, \cdots, p_{d} \in \mathbb{R}^{d}$ where every component of $p_{i}$ equals 0 except for $p_{i i}=\infty$. Obviously, all non-auxiliary extreme points of the convex hull of the augmented point set are visible extreme points of the convex hull of the original point set.

When applying one of the standard convex hull algorithms, the intermediate description of the convex hull during the construction might be significantly more complex than the final structure. To avoid such an overhead as far as possible, and at the same time accelerate the computation of the visible points, we devise an incremental approach. Starting with the


Figure 2: Illustration of our incremental pruning oracle for $d=2$. Gray points are untouched so far. Points already considered are black if they lie on the boundary of the convex hull and are visible from the origin, or red if already pruned.
auxiliary vectors we add the points from $S$ one by one, points more promising to be extreme first. Whenever a point is added, we have to decide whether it is extreme with respect to the points considered so far. With the current extreme points, we can instrument a linear program similar to the one introduced in the last subsection to check for extremeness. If the new point/vector is spanned, it can be discarded. Otherwise the previously inserted points have to be checked for extremeness again. This approach issues $O\left(|S|^{2}\right)$ calls to the extremeness oracle. It is reasonably efficient in practice as long as the number of visible points is not too big. Clearly, any vector $v$ that is spanned by some other vectors is pruned as soon as all these vectors and $v$ have been considered and vice versa, only superfluous vectors can be pruned.

Figure 2 illustrates this incremental pruning oracle on the example instance used in Figure 1.

## 3 Application: Personalized Route Planning

When planning the best route from A to B in a street network, the notion of optimality differs from person to person. Some only care about reaching their destination as quickly as possible, others want to minimize fuel consumption, avoid tolls, or prefer scenic routes. Often a fair trade-off between several such preferences is the desired route. We call this problem personalized route planning ( $P R P$ ) and formalize it as follows:

For a street network $G(V, E)$, we have for each edge $e \in E$ a $d$-dimensional cost vector $c(e) \in \mathbb{R}_{\geq 0}^{d}$ (e.g. $c_{1}$ corresponding to travel time, $c_{2}$ to gas price, etc.). A query consists not only of source and target $s, t \in V$ but also of non-negative weights $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{d}$, where $\alpha_{i}$ expresses the importance of edge cost component $i$ for the user. The goal is to compute the path $p$ from $s$ to $t$ in $G$ which minimizes $\sum_{e \in p} \alpha^{T} c(e)$.

Dijkstra can compute personalized routes for given $\alpha$, by evaluating $\alpha^{T} c(e)$ on demand when relaxing an edge. A Dijkstra run takes in the order of several seconds on continental sized road networks, though. In [3], an acceleration scheme based on $k$-Path Covers was proposed which achieves a speed-up of about 13.

A k-Path Cover (k-PC) on a graph $G(V, E)$ is a subset of the nodes $W \subseteq V$, such that for every simple path in $G$ consisting of $k$ nodes at least one of those


Figure 3: Example of a k-Path Cover for $k=4$ (red nodes), and the induced overlay graph (blue edges).


Figure 4: Example for two metrics $(d=2)$. Cover nodes are colored red, the overlay graph consisting of a single edge is blue. As there are three different simple paths from one cover node to the other, the overlay edge between them gets assigned three labels. The overlay labels stem from summing up the original labels along the respective paths.
nodes is contained in $W$, see Figure 3 for an example. k-Path Covers can be instrumented for personalized route planning as follows. First, an overlay graph is computed which contains an edge between any two neighbors in the cover. Here, two cover nodes are neighbors if there exists a simple path between them in $G$ not containing any other cover node (see again Figure 3 for an illustration). Then every edge ( $u, v$ ) in the overlay graph is augmented with cost vectors. In particular, for every simple path $p$ from $u$ to $v$ free of other cover nodes, the accumulated cost vector $\sum_{e \in p} c(e)$ is associated with $(u, v)$. A small example of this process in provided in Figure 4. This completes the preprocessing phase. Note that the number of vectors associated with an edge (and hence the space consumption) grows quickly with $k$ as the number of paths between two nodes can grow exponentially with the number of nodes in the network.

In a query, first local Dijkstra computations are run from $s$ and $t$ (reversely) until all paths in the Dijkstra search tree contain at least one settled cover node. The remaining search between nodes settled in the runs from $s$ and $t$ is conducted in the overlay graph only. During the search edge costs are evaluated using $\alpha$ provided with the query. The query times are dominated by the search in the overlay graph, in particular by the number of edges and cost vectors assigned to

|  |  |  | unpruned | dom | ance |  |  |  | lete | simple | omplete |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | k | $\|C\|$ | $\sum\|S\|$ | $\sum\|S\|$ | time(s) | $\sum\|S\|$ | time(s) | $\sum\|S\|$ | time(s) | $\sum\|S\|$ | time(s) |
| 呬 | 12 | 256k | 1,385k | 1,084k | $<1$ | 1,084k | $<1$ | 1,083k | 1,557 | 1,083k | 616 |
|  | 20 | 161k | 1,755k | 941k | $<1$ | 941k | $<1$ | 935k | 2,535 | 935k | 911 |
|  | 24 | 137k | 2,171k | 916k | 1 | 916k | 1 | 908 k | 2,904 | 908k | 1,040 |
|  | 32 | 107k | 4,484k | 909k | 18 | 911k | 17 | 894k | 4,745 | 894k | 1,199 |
|  | 40 | 90k | 20,883k | 923k | 6,215 | 925k | 26 | - | - | 899k | 1,465 |
|  | 48 | 78k | 98,690k | - | - | 959k | 111 | - | - | 919k | 1,666 |
| 䒫 | 20 | 1,064k | 12,000k | 6,176k | 4 | 6,176k | 3 | - | - | 6,142k | 5,942 |
|  | 24 | 876k | 18,494k | 5,970k | 38 | 5,970k | 13 | - | - | - | - |
|  | 32 | 710k | 40,709k | 5,911k | 1,051 | 5,917k | 65 | - | - | - | - |

Table 1: Pruning of vector sets in the k-PC based overlay graph, $|C|$ denotes the size of the $k$-Path Cover, $\sum|S|$ denotes the total number of cost vectors generated in the overlay graph. Timings are given in seconds.
these edges. So while in principle large values of $k$ are desirable to reduce the number of nodes in the overlay graph and the query times, the extreme blowup in the number of cost vectors limited the usability of this approach to values of $k$ around 20 . Now the obvious idea is to prune the set of cost vectors using the oracles described in the last section. Decreasing the number of cost vectors significantly should lead to more efficient personalized route planning queries allowing both more metrics and/or larger values of $k$.

## 4 Experimental Results and Future Work

Our implementation of the k-Path Cover based personalized route planning approach is written in $\mathrm{C}++$. For the pruning oracles we used the Computational Geometry Algorithms Library (CGAL) [4], in particular their exact linear programming solver. Timings were measured on a single core of an $\operatorname{Intel}(\mathrm{R})$ i7-3930K CPU with 3.20 GHz and 64 GB RAM.

We present results on two large graphs: BadenWürttemberg (BW) with 2.23 million edges and and 4.64 million edges, and Germany (GER) with 17.73 million nodes and 36.06 million edges (extracted from $\mathrm{OSM}^{1}$ ). We applied the k-Path Cover approach [3] to both graphs for varying values of $k$ and constructed the overlay graph and the respective initial vector sets $S$ for each edge using $d=8$ natural metrics. Then we applied our proposed pruning strategies and measured the resulting set sizes. In Table 1, the values are summarized. We observe that simple pruning can be applied to all our instances, while the complete pruning oracle becomes impractical for BW and $k=40$. If we apply simple pruning first, and then the complete pruning oracle on top, we can solve all BW instances and even GER for $k=20$. In general, our pruning oracles reduce the set sizes for all instances significantly. The effect becomes more pronounced with increasing value of $k$, as the number of simple paths between two nodes grows quickly with $k$, so the potential number of non-optimal cost vectors in $S$ is higher. For BW

[^39]and $k=48$ less than $1 \%$ of the initial cost vectors remain in the final sets. In terms of space, the overlay graph reduces from 24.6 GB to 161 MB after pruning.

Runtimes reported for dominance pruning correspond to the naive quadratic implementation. So there is possibly a lot of room for acceleration here, especially as we could use dominance pruning also in an incremental fashion. We conducted experiments for even larger $k$ than presented in Table 1 on the bases of a subsample of overlay graph edges and not the whole graph, though. These experiments indicate that the efficacy (in terms of result size) of dominance pruning compared to complete pruning deteriorates rapidly. Complete pruning outperformed dominance pruning by a factor of 2 to 28 .

Hence in future work, dominance pruning should be made more efficient, but mainly to allow for an initial reduction of the set that is then fed into another (complete) pruning oracle. Here, either our proposed incremental complete oracle should be accelerated (e.g. by coming up with a clever order of the points to add), or new (complete) oracles should be designed that allow to tackle even larger vector sets efficiently. Also, we currently employ an exact LP solver as not to compromise optimality of the resulting paths. It might be worth to investigate a conservative use of fast floating-point LP solvers as long as they do not destroy optimality of the PRP queries.
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# Non-crossing Monotonic Paths in Labeled Point Sets on the Plane 
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#### Abstract

Let $n$ be a positive integer, and let $P$ be a set of $n$ points in general position on the plane with labels $1,2, \ldots, n$. The label of each $p \in P$ will be denoted by $\ell(p)$. A polygonal line connecting $k$ elements $p_{1}, p_{2}, \ldots, p_{k}$ of $P$ in this order is called a monotonic path of length $k$ if the sequence $\ell\left(p_{1}\right), \ell\left(p_{2}\right), \ldots, \ell\left(p_{k}\right)$ is monotonically increasing or decreasing in this order. We show that $P$ contains a vertex set of a noncrossing monotonic path of length at least $c(\sqrt{n}-1)$, where $c=1.0045 \ldots$.


## 1 Introduction

Let $P$ be a set of points on the plane. $P$ is in general position if no three of its elements are collinear. Furthermore, $P$ is in convex position if all points are vertices of the convex hull of $P$. All point sets $P$ considered in this paper are in general position, and consisting of points with pairwise different labels $1,2, \ldots,|P|$. We will refer to these point sets as $l p$ sets. For each $l p$-set $P$, the label of a point $p \in P$ will be denoted by $\ell(p)$.

Let $P$ be an $l p$-set. A polygonal line connecting $k$ elements $p_{1}, \ldots, p_{k}$ of $P$ in this order is called a monotonic path of length $k$ if the sequence $\ell\left(p_{1}\right), \ldots, \ell\left(p_{k}\right)$ is monotonically increasing or decreasing (Figure 1). When $P$ contains the vertex set of a non-crossing monotonic path of length $k$, we will say that $P$ contains a non-crossing monotonic path of length $k$.

The length of a finite sequence is the number of its terms. The following theorem is (a corollary of) a well known result by Erdős and Szekeres [3]:

Theorem 1 Let $n$ be a positive integer. Then any sequence of $n$ distinct real numbers contains a monotonically increasing or decreasing subsequence of length at least $\sqrt{n}$. This bound is tight.

In [4], Sakai and Urrutia proved that any $n$-element $l p$-set in convex position contains a non-crossing

[^40]

Figure 1: An $l p$-set (each number represents the label of each element) and a monotonic path of length 6 .
monotonic path of length at least $\sqrt{3 n-\frac{3}{4}}-\frac{1}{2}$, improving on a result by Czyzowicz, Kranakis, Krizanc and Urrutia [2]. In [4], it is also conjectured that any $n$-element $l p$-set in convex position contains a noncrossing monotonic path of length at least $2 \sqrt{n}-1$.

Furthermore, it has been believed that there exists a constant $c>1$ such that the following statement holds: any $n$-element $l p$-set in general position contains a non-crossing monotonic path of length at least $c \sqrt{n}-o(\sqrt{n})$. In Section 2, we show the following result:

Theorem 2 Let $n$ be a positive integer. Then any $n$-element $l p$-set $P$ in general position contains a noncrossing monotonic path of length at least $c(\sqrt{n}-1)$, where $c=\frac{1}{2}\left(\sqrt{\sqrt{\frac{10}{3}}-1}+\frac{1}{\sqrt{\sqrt{\frac{10}{3}}-1}}\right)=1.0045 \ldots$

Note that it is easy to verify that any $n$-element $l p$ set contains a non-crossing monotonic path of length at least $\sqrt{n}$. Actually, we have only to take a straight line $l$ that is not perpendicular to any straight line connecting two distinct elements of $P$, to project all elements of $P$ orthogonally to $l$, and to apply Theorem 1 to the sequence obtained on $l$. Though the constant $c=1.0045 \ldots$ in Theorem 2 is just slightly greater than 1, the result shows that the behavior of problems on monotonic sequences and non-crossing monotonic paths are essentially different.

## 2 Proof of Theorem 2

In this section, we prove Theorem 2 (for $n \geq 4$ ).

A finite sequence $\left\{x_{i}\right\}_{i=1}^{n}$ is said to be unimodal (resp. anti-unimodal) if there is an $m, 1 \leq m \leq n$, such that $x_{1}<x_{2}<\cdots<x_{m}$ and $x_{m}>x_{m+1}>$ $\cdots>x_{n}$ (resp. $x_{1}>x_{2}>\cdots>x_{m}$ and $x_{m}<$ $\left.x_{m+1}<\cdots<x_{n}\right)$. To prove Theorem 2 , we use the following Theorem 3 which was first obtained by Chung [1], and later by Sakai and Urrutia [4].

Theorem 3 Let $n$ be a positive integer. Then any sequence of $n$ distinct real numbers contains a unimodal or anti-unimodal subsequence of length at least $\sqrt{3 n-\frac{3}{4}}-\frac{1}{2}$.

In Figure 2, for $k=3$, we present an example with $n=3 k^{2}+k=30$ terms whose longest unimodal/antiunimodal subsequence has length $\left\lceil\sqrt{3 n-\frac{3}{4}}-\frac{1}{2}\right\rceil=$ $3 k=9$.

$$
\underbrace{32}_{\text {lenglh } k}|\underbrace{1}_{k+1} 654| 12111098|\underbrace{181716151413}_{\cdots}| \underbrace{232212019}_{2 k-1}|27262524| \underbrace{302928}_{k}
$$

Figure 2: The maximum length of a unimodal/antiunimodal subsequence is $3 k$.

Now we proceed to the proof of Theorem 2. We may assume that $P$ is an $l p$-set on $\mathbb{R}^{2}$, and that no two points of $P$ have the same $x$-coordinate. Let $p_{1}, p_{2}, \ldots, p_{n}$ be the elements of $P$ in increasing order of their $x$-coordinates, and let $\mathcal{L}$ be the sequence $\ell\left(p_{1}\right), \ell\left(p_{2}\right), \ldots, \ell\left(p_{n}\right)$ (recall that $\ell(x)$ denotes the label of point $x)$, which is a permutation of $\{1,2, \ldots, n\}$. For each $i$ with $1 \leq i \leq n$, let $a_{i}$ denote the length of the longest increasing subsequences of $\mathcal{L}$ ending at $\ell\left(p_{i}\right), b_{i}$ the length of the longest decreasing subsequences of $\mathcal{L}$ ending at $\ell\left(p_{i}\right)$, and $A_{i}$ the point $\left(a_{i}, b_{i}\right)$ on the $a b$-coordinate plane. Set $\mathcal{A}=\left\{A_{i}: 1 \leq i \leq n\right\}$. We can verify that the following lemma holds:

Lemma 4 Let $i$ and $j$ be integers with $1 \leq i<j \leq n$. Then the following (i) and (ii) hold.
(i) If $\ell\left(p_{i}\right)<\ell\left(p_{j}\right)$, then $a_{j} \geq a_{i}+1$.
(ii) If $\ell\left(p_{i}\right)>\ell\left(p_{j}\right)$, then $b_{j} \geq b_{i}+1$.

So, for distinct indices $i$ and $j$, we must have $A_{i} \neq A_{j}$.
First consider the case where there exists $m$ such that $a_{m} \geq c(\sqrt{n}-1)$ (recall that $c=1.0045 \ldots$, as in the statement of Theorem 2). In this case, there exists a non-crossing path connecting $a_{m}$ points of $P$ and ending at $p_{m}$ such that the values of the labels of its vertices monotonically increase along it, as desired. Also, in the case where there exists $m$ such that $b_{m} \geq$ $c(\sqrt{n}-1)$, we can find a path with desired properties as well. Thus we may assume that

$$
\left.\begin{array}{l}
a_{i}<c(\sqrt{n}-1) \text { and } b_{i}<c(\sqrt{n}-1)  \tag{1}\\
\text { for all } 1 \leq i \leq n .
\end{array}\right\}
$$

## A Non-crossing Monotonic Path $\mathcal{P}$

Let $d=\sqrt{\sqrt{\frac{10}{3}}-1}=0.9087 \ldots$. We have $c=$ $\frac{1}{2}\left(d+\frac{1}{d}\right)$, and hence

$$
\begin{equation*}
2 c d=d^{2}+1 \tag{2}
\end{equation*}
$$

We can also verify the following (3) and (4).

$$
\begin{align*}
& 0.09<c-d<0.1  \tag{3}\\
& 14 c^{2}-5 d^{2}=10 \tag{4}
\end{align*}
$$

Lemma 5 There exists $m$ such that

$$
\begin{equation*}
a_{m}>d(\sqrt{n}-1) \text { and } b_{m}>d(\sqrt{n}-1) \tag{5}
\end{equation*}
$$

(Figure 3).


Figure 3

Proof. By way of contradiction, suppose that $a_{i} \leq$ $d(\sqrt{n}-1)$ or $b_{i} \leq d(\sqrt{n}-1)$ for all $i$. From this assumption and (1), it follows that

$$
\begin{aligned}
|\mathcal{A}| & <[c(\sqrt{n}-1)]^{2}-[(c-d)(\sqrt{n}-1)-1]^{2} \\
& <n-2 \sqrt{n}+2(c-d)(\sqrt{n}-1) \quad(\text { by }(2)) \\
& <n(\text { by }(3)),
\end{aligned}
$$

a contradiction.

Take $m$ satisfying (5). By symmetry, we may assume that

$$
\begin{equation*}
\ell\left(p_{m}\right) \leq \frac{n}{2} \tag{6}
\end{equation*}
$$

Also, by the definition of the $a_{i}$, there is a non-crossing path $\mathcal{P}$ connecting $a_{m}$ points of $P$ and ending at $p_{m}$ such that the values of the labels of points monotonically increase along $\mathcal{P}$. We have

$$
\begin{equation*}
\text { the length of } \mathcal{P}=a_{m}>d(\sqrt{n}-1) \tag{7}
\end{equation*}
$$

by (5).

## A Path Connecting a Unimodal Sequence

Next we define $Q_{1}$ and $Q_{2}$ by

$$
\begin{aligned}
& Q_{1}=\left\{p_{i}: 1 \leq i \leq m-1 \text { and } \ell\left(p_{i}\right)>\ell\left(p_{m}\right)\right\}, \text { and } \\
& Q_{2}=\left\{p_{i}: m+1 \leq i \leq n \text { and } \ell\left(p_{i}\right)>\ell\left(p_{m}\right)\right\}
\end{aligned}
$$

(so, in particular, the $x$-coordinates of the elements of $Q_{1}$ (resp. $Q_{2}$ ) are smaller (resp. greater) than the $x$-coordinate of $p_{m}$ ). By Lemma 4 (i) and (5), $a_{i} \geq a_{m}+1>d(\sqrt{n}-1)+1$ for any $p_{i} \in Q_{2}$. From this and (1), it follows that for any $p_{i} \in Q_{2}$,

$$
\begin{aligned}
d(\sqrt{n}-1)+1 & <a_{i}<c(\sqrt{n}-1) \quad \text { and } \\
1 & \leq b_{i}<c(\sqrt{n}-1)
\end{aligned}
$$

and hence

$$
\begin{aligned}
\left|Q_{2}\right| & <(c-d)(\sqrt{n}-1) \times c(\sqrt{n}-1) \\
& =c(c-d)(\sqrt{n}-1)^{2} .
\end{aligned}
$$

From this, we obtain

$$
\begin{align*}
\left|Q_{1}\right| & =\left(n-\ell\left(p_{m}\right)\right)-\left|Q_{2}\right| \\
& >\frac{n}{2}-c(c-d)(\sqrt{n}-1)^{2} \\
& >\frac{1}{7}\left(\sqrt{\frac{10}{3}}+1\right) n+\frac{1}{4} \\
& =\frac{1}{3 d^{2}} n+\frac{1}{4} \tag{8}
\end{align*}
$$

by (2), (3), (4) and the assumption that $n \geq 4$.
Connect $p_{m}$ and each element of $Q_{1}$, and relabel the elements of $Q_{1}$ as $q_{1}, q_{2}, \ldots, q_{\left|Q_{1}\right|}$ in the counterclockwise order around $p_{m}$. We choose $q_{1}$ in such a way that all other elements of $Q_{1}$ lie on the left side of directed line $p_{m} q_{1}$.

By Theorem 3 and (8), there exists a path $\mathcal{Q}=$ $q_{i_{1}} q_{i_{2}} \ldots q_{i_{k}}$ of length

$$
\begin{equation*}
k \geq \sqrt{3\left|Q_{1}\right|-\frac{3}{4}}-\frac{1}{2}>\frac{1}{d} \sqrt{n}-\frac{1}{2} \tag{9}
\end{equation*}
$$

such that $i_{1}<i_{2}<\cdots<i_{k}$, and such that either
(i) $\ell\left(q_{i_{1}}\right)<\cdots<\ell\left(q_{i_{h}}\right)>\ell\left(q_{i_{h+1}}\right)>\cdots>\ell\left(q_{i_{k}}\right)$ or
(ii) $\ell\left(q_{i_{1}}\right)>\cdots>\ell\left(q_{i_{h}}\right)<\ell\left(q_{i_{h+1}}\right)<\cdots<\ell\left(q_{i_{k}}\right)$
holds for some $h$. Define monotonic subpaths $\mathcal{R}_{1}$ and $\mathcal{R}_{2}$ by

$$
\begin{aligned}
& \mathcal{R}_{1}=q_{i_{1}} q_{i_{2}} \ldots q_{i_{h}} \text { and } \\
& \mathcal{R}_{2}=q_{i_{h}} q_{i_{h+1}} \ldots q_{i_{k}}
\end{aligned}
$$

and also define $\mathcal{R}_{1}{ }^{-1}$ and $\mathcal{R}_{2}{ }^{-1}$ by

$$
\begin{aligned}
\mathcal{R}_{1} & =q_{i_{h}} q_{i_{h-1}} \ldots q_{i_{1}} \text { and } \\
\mathcal{R}_{2}^{-1} & =q_{i_{k}} q_{i_{k-1}} \ldots q_{i_{h}} .
\end{aligned}
$$

## Combining Paths

Let $H_{1}$ (resp. $H_{2}$ ) be closed half-plane bounded by straight line $p_{m} q_{i_{h}}$ and containing $q_{i_{1}}\left(\right.$ resp. $\left.q_{i_{k}}\right)$. Let $P_{0}$ be the vertex set of $\mathcal{P}$, and write

$$
\begin{aligned}
P_{0} \cap H_{1}= & \left\{p_{j_{1}}, p_{j_{2}}, \ldots, p_{j_{s}}\right\} \\
& \quad \text { hhere } j_{1}<j_{2}<\cdots<j_{s}, \text { and } \\
P_{0} \cap H_{2}= & \left\{p_{j_{1}^{\prime}}, p_{j_{2}^{\prime}}, \ldots, p_{j_{t}^{\prime}}\right\} \\
& \text { where } j_{1}^{\prime}<j_{2}^{\prime}<\cdots<j_{t}^{\prime}
\end{aligned}
$$

(note that we have $p_{j_{s}}=p_{j_{t}^{\prime}}=p_{m}$ ). Then the paths $\mathcal{P}_{1}=p_{j_{1}} p_{j_{2}} \ldots p_{j_{s}}$ and $\mathcal{P}_{2}=p_{j_{1}^{\prime}} p_{j_{2}^{\prime}} \ldots p_{j_{t}^{\prime}}$ are noncrossing monotonic paths in $H_{1}$ and $H_{2}$, respectively (Figure 4).


Figure 4

Case 1. $\mathcal{R}_{1}$ is increasing and $\mathcal{R}_{2}$ is decreasing:
In this case, we combine paths $\mathcal{P}_{1}, p_{j_{s}} q_{i_{k}}$ and $\mathcal{R}_{2}{ }^{-1}$ to form a non-crossing monotonic path $\mathcal{S}_{1}$, and combine paths $\mathcal{P}_{2}, p_{j_{t}^{\prime}} q_{i_{1}}$ and $\mathcal{R}_{1}$ to form another noncrossing monotonic path $\mathcal{S}_{2}$ :

$$
\begin{aligned}
\mathcal{S}_{1} & =p_{j_{1}} p_{j_{2}} \ldots p_{j_{s}} q_{i_{k}} q_{i_{k-1}} \ldots q_{i_{h}} \quad \text { and } \\
\mathcal{S}_{2} & =p_{j_{1}^{\prime}} p_{j_{2}^{\prime}} \ldots p_{j_{t}^{\prime}} q_{i_{1}} q_{i_{2}} \ldots q_{i_{h}} .
\end{aligned}
$$

Since

$$
\begin{aligned}
& \text { (the length of } \left.\mathcal{S}_{1}\right)+\left(\text { the length of } \mathcal{S}_{2}\right) \\
& =\quad[(\text { the length of } \mathcal{P})+1] \\
& \quad+[(\text { the length of } \mathcal{Q})+1] \\
& =\left(a_{m}+1\right)+(k+1) \\
& > \\
& > \\
& > \\
& >\left(d(\sqrt{n}-1)+\frac{1}{d} \sqrt{n}+\frac{3}{2} \quad(\text { by }(7) \text { and }(9))\right. \\
& \\
& =(\sqrt{n}-1)
\end{aligned}
$$

at least one of $\mathcal{S}_{1}$ or $\mathcal{S}_{2}$ has length at least $\frac{1}{2}\left(d+\frac{1}{d}\right)(\sqrt{n}-1)=c(\sqrt{n}-1)$, as desired.

Case 2. $\mathcal{R}_{1}$ is decreasing and $\mathcal{R}_{2}$ is increasing:
In this case, we combine paths $\mathcal{P}_{1}, p_{j_{s}} q_{i_{h}}$ and $\mathcal{R}_{2}$ to form a non-crossing monotonic path $\mathcal{T}_{1}$, and combine paths $\mathcal{P}_{2}, p_{j_{t}^{\prime}} q_{i_{h}}$ and $\mathcal{R}_{1}{ }^{-1}$ to form another noncrossing monotonic path $\mathcal{T}_{2}$. The rest of the argument is quite similar to the argument in Case 1.
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# Optimal Straight-line Labels for Island Groups 
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## 1 Introduction

Maps are used to solve a wide variety of tasks, ranging from navigation to analysis. Often, the quality of a map is directly related to the quality of its labelling. Consequently, a lot of research has focussed on the automatization of the labelling process (for an overview see [11]). Surprisingly the (automated) labelling of island groups has received little attention so far. This is at least partially caused by the lack of cartographic principles. Though extensive guidelines for map labelling exist (e.g., $[6,12]$ ), information on the labelling of groups of islands is surprisingly sparse.

We take an algorithmic approach and focus on optimal solutions to the problem using different settings. Comparing manual and optimal labels may give insight in subconscious rules applied by cartographers.
Contribution. We define a formal framework for island labelling. The framework spawns a large series of unexplored computational geometry problems. In this paper we start by looking at a straight-line label. In Section 2 we describe two algorithms for a straight-line label that is, or is not, allowed overlap with islands. Section 3 discusses several extensions to these algorithms for closely related problems.
Framework. We assume the input to the island labeling problem is a set $S$ of $k$ islands, given as simple polygons $P_{1}, \ldots, P_{k}$, with $n$ vertices in total. We abstract away from the label itself and assume the label can be represented by its placement area. To this end we assume the label has a baseline that is either straight, circular, or a Bézier curve. The placement area is defined by perpendicularly extruding the baseline by a (possibly zero) height. Besides the shape, labels may be optimal with respect to three characteristics. Firstly, the distance to the islands may be computed using different points of measure. Specifically, these include the centroid of the polygon, the point on the polygon closest to the label, and the complete area of the polygon. Secondly, different distance measures may be used. Three distance measures used in

[^41]cartography are included, minimizing: the maximum distance (min-max), the sum of distances (min-sum), the sum of squared distances (min-sum-sq). Lastly, we (dis)allow overlap of the label with the islands. For all labels we make the assumption that the label is long enough to measure distance perpendicularly.

In this paper we focus on straight-line labels optimizing the min-max distance to the closest point of each island. We are interested in strictly optimal labels to prevent subjectivity. For practical labelling purposes a trivial discretization may be sufficient.
Related work. Many algorithms have been developed for labelling maps [11]. Labelling islands groups has received less attention, but was addressed by Van Kreveld and Slechter [7]. Their algorithm places a non-overlapping label in the position minimizing the maximum distance from the label to each island of the group. They, however, require labels to be horizontal and discretize the space of possible label placements.

Several known algorithms can directly be applied to labelling. All algorithms assume that we are dealing with a point set, which is true if we have a fixed point of measurement for each island. Furthermore, all algorithms apply to a straight-line label that may overlap islands. The rotating calipers algorithm [9] optimizes the min-max distance in $O(n \log n)$ time. Using known results from Dey [3], Brodal and Jacob [2] and Edelsbrunner and Welzl [4], the label optimizing the min-sum distance can be computed in $O\left(n+k^{4 / 3} \log k\right)$ time. Finally, Deming regression optimizes the min-sum-sq distance in $O(n)$ time. For circular arcs the minimum width annulus [1] solves the min-max distance problem in $O\left(n^{2}\right)$ time.

## 2 Optimal, straight-line label

To compute an optimal, straight-line label we make use of the arrangement of possible label positions in dual space [1]. We start with the simple case consisting of a straight-line label that is allowed overlap with the islands. We focus on the min-max distance measure to the closest point of each island. An island intersecting the label has distance 0 . For now we assume labels have no height and, hence, are represented by a single line. As stated before, we assume we have a set $S$ of $k$ islands, given as simple polygons $P_{1}, \ldots, P_{k}$, with $n$ vertices in total. We also assume that all labels are sufficiently long to measure all distances perpendicular.

Overlapping label. As we are only interested in the distance to the closest point, we first compute the convex hull of each island in $O(n)$ time [8] and replace each island by its convex hull. The $k$ convex polygons in primal space, become $k$ funnels in dual space. The top and bottom boundaries of these funnels are $x$-monotone polylines. Between each pair of islands there exist at most four tangents. Consequently, the top and bottom of any pair of funnels intersect each other at most four times. The boundaries of the funnels form a set of $2 k x$-monotone, 2 -intersecting polylines with $O(n)$ vertices total.
For any fixed rotation, the furthest vertex (or edge) below the label in primal space, is on the upper envelope of the lower boundaries in dual space. As all the funnel-boundaries are 2-intersecting, we can compute the upper envelope of the lower boundaries in $O(n+k \log k)$ time and it has complexity $O(n)$. A similar argument holds for the furthest vertex above and the lower envelope of the upper boundaries.

Lemma 1 The optimal solution for a fixed rotation is halfway between the upper- and lower-envelope.

The optimal solutions for each rotation are located on a polygonal line that is exactly centered between the upper- and lower- envelope, and it has $O(n)$ complexity. When an optimal solution intersect all islands it is not required to have equal distances to either side. The solution having equal distances to the closest vertex (edge) on either side, however, is also a valid optimal solution.

Lemma 2 For each segment $s$ of the solution-line we can compute the optimal position in $O(1)$ time.

Proof. Let $x_{\text {start }}$ be the $x$-coordinate of the start of $s$. Let $d_{\text {start }}$ be the vertical distance to the upper(or lower-) envelope at $x_{\text {start }}$. While we move along $s$ the distance to the upper envelope changes by a linear factor $c_{1}$ in $x$. For a shift of $\delta$ along the $x$-axis, the vertical distance in dual space is $f_{s}(\delta)=d_{\text {start }}+c_{1} * \delta$. The distance to the closest point in primal space is

$$
\begin{equation*}
g_{s}(\delta)=\frac{\left(d_{\text {start }}+c_{1} * \delta\right)^{2}}{\left(x_{\text {start }}+\delta\right)^{2}+1} \tag{1}
\end{equation*}
$$

The optimal position is at the minimum over the domain given by segment $s$. This minimum can be at an endpoint of $s$ or in the middle.

Theorem 3 We can compute the optimal straightline label minimizing the maximum minimum distance over all islands in $O(n+k \log k)$ time.

Intersection-free label. Positions exactly halfway between the upper- and lower-envelope may result in labels that overlap one or more islands. For


Figure 1: (a) The section of the arrangement (red) between vertices $v$ and $w$, with $C=7$ intersections. (b) The number of edges traversed to insert a new line with $c$ intersections is $O(c)$.
intersection-free labels we require more information. An optimal intersection-free label need not necessarily have an equal distance to the furthest closest point on either side. Therefore, we compute the complete arrangement of all $2 k$ boundaries. In this arrangement we find the optimal intersection-free solution in $O\left(n k+k^{2} \log k\right)$ time.

Lemma 4 The arrangement formed by all $2 k$ boundaries can be computed in $O(n k)$ time.

Proof. Make a single sorted list $V$ of all vertices (excluding intersections), sorted along the $x$-axis, in $O(n \log k)$ time by merging the vertex-lists of the $2 k$ boundaries. Sort all boundaries by decreasing slope of their first segment in $O(k \log k)$ time.

We compute the complete arrangement by performing a sweep along the $x$-axis. Define a $\operatorname{section}(v, w)$ of the complete arrangement as the arrangement consisting of all vertices $u$ with $v_{x} \leq u_{x}<w_{x}$ and all maximal segments of edges having endpoints $s, t$, such that $v_{x} \leq s_{x}<w_{x}$ and $v_{x} \leq t_{x}<w_{x}$ (see Fig. 1(a)).

Let $v_{i}, w_{i+1}$ be two consecutive vertices in $V$ having index $i$ and $i+1$ respectively. In step $i$ of the sweep we compute section $\left(v_{i}, w_{i+1}\right)$ of the complete arrangement. The start and end of the arrangement are included by adding dummy vertices to $V$ at minus infinity and infinity. Each section is computed in $O(k+C)$ time, where $C$ is the number of intersections in this section.

As each step is between consecutive vertices in $V$, within each section all boundaries form straight lines. Within a section $(v, w)$ we introduce all boundarylines in sorted order (being sorted bottom to top at $\left.v_{x}\right)$. This order is known at the start of the algorithm and maintained during the sweep.

When introducing a line we find all intersections with the previously introduced lines. To find the intersections we move in a clockwise fashion through the arrangement built so far (see Fig. 1(b)). Any traversed line is either a boundary introduced earlier (starting lower) and ending higher, or the "virtual line" at $w_{x}$. Hence, the number of distinct lines we traverse is at most $O(c)$, where $c$ is the number of intersections we detect by introducing this line. As lines
are 1-intersecting, the traversed edges in the worst case form a Davenport-Schinzel-sequence [10] of order 2 using $c$ symbols, having complexity $O(c)$. Thus, when introducing a single boundary-line we spend at most $O(c)$ time.

The total number of intersections in a section is $C$. We may spend an extra constant amount of work per boundary, so introducing all lines takes $O(k+C)$ time. While introducing the lines we use insertion sort to obtain the sorted order at the end of each section in $O(k+C)$ time as well.

Because the number of intersections in the complete arrangement is bounded by $O\left(k^{2}\right)$, the algorithm runs in $O\left(n k+k^{2}\right)=O(n k)$ time.

During creation of the arrangement we also keep track of the left-most point of each face. This point is uniquely defined as all lines are strictly $x$-monotone. The non-closed faces on the left of the arrangement maintain pointers to both infinite rays. We also store for each face if it is covered by a funnel. Faces covered by a funnel are defined to be illegal. An edge of the arrangement separating two illegal faces is also considered illegal, all other edges are legal.

Lemma 5 The centerline may cross the arrangement $O(n k)$ times.

Lemma 6 The centerline can be inserted in the arrangement in $O(n k)$ time.

If, for a fixed rotation, the point on the centerline is illegal, then clearly the closest legal point with the same rotation is optimal. The closest legal points form subedges on the edges of the arrangement (see Fig. 2).

Lemma 7 We can find the closest legal subedges above the centerline in $O\left(n k+k^{2} \log k\right)$ time.

Proof. Remove from the computed arrangement all edges that are illegal in $O\left(n+k^{2}\right)$ time. Let a chain be a maximal series of consecutive edges connected by degree two vertices. The resulting arrangement has, excluding the centerline, $O\left(k^{2}\right)$ non-intersecting chains with $O\left(n+k^{2}\right)$ vertices total. We merge all vertices of the chains into a sorted list in $O\left(\left(n+k^{2}\right) \log k\right)$ time. Now we merge the sorted list with the sorted


Figure 2: Centerline (blue), illegal faces (grey) and the closest legal subedges (red).
vertices of the centerline in $O(n k)$ time to get a sorted list of all possible events.

We create a red-black tree (RB-tree) of all chains starting at the left-most end of the arrangement sorted by vertical order in $O(k \log k)$ time. The centerline is also added to the RB-tree. To all leafs of the RB-tree we add pointers to the neighboring leafs so that we can query for neighbors in $O(1)$ time.

We now move a sweepline over all vertices using the sorted list. Two types of events may occur. Firstly, when the first vertex of a new chain is reached, we add the chain to the red-black tree in $O(\log k)$ time. Similarly, when the last vertex of a chain is reached, we remove it. Secondly, when a chain intersects the centerline, we switch their positions in the red-black tree in $O(1)$ time.

At each event we can in $O(1)$ time determine the closest legal chain above the centerline. This may possibly be the centerline itself if it currently legal. Hence, we can trace the subedges above the centerline in $O\left(n k+k^{2} \log k\right)$ time.

The closest point to the centerline may be on the closest legal subedge above or below the centerline or may be on the centerline itself. However, the number of times where the point switches between these lines is bounded by $O(n k)$.

Lemma 8 The closest legal line can switch at most $O(n k)$ times between the lower and upper legal line.

Proof. Let $W$ be the ordered set of vertices of the complete arrangement (including centerline) by $x$ coordinate. Let $v$ and $w$ be two consecutive vertices in $W$ and $v_{x} \neq w_{x}$. We define a slab as the set of maximal segments of edges having endpoints $s, t$ with $s_{x}=v_{x}$ and $t_{x}=w_{x}$ (see Fig. 3). There are $O(n k)$ vertices in the arrangement, so also $O(n k)$ slabs. For each slab all the segments are straight and non-intersecting. The closest legal point can switch at most once per slab and, thus, $O(n k)$ total.

We can easily find the points on the centerline where the closest legal line changes and insert an extra vertex on the centerline. For each new edge of the centerline, the distance to the furthest closest point


Figure 3: A slab of the complete arrangement (blue) and the belonging segments of edges (red). There are $O(n k)$ slabs in the complete arrangement.
changes linearly by $c_{1}$ and the distance to the closest legal point also changes linearly by $c_{2}$. Hence, similar to the overlapping version, we can create a closed formula for each segment $s$ based on the shift $\delta$ along the $x$-axis.

$$
\begin{equation*}
g_{s}(\delta)=\frac{\left(d_{\text {start }}+o_{\text {start }}+\left(c_{1}+c_{2}\right) * \delta\right)^{2}}{\left(x_{\text {start }}+\delta\right)^{2}+1} \tag{2}
\end{equation*}
$$

Theorem 9 We can compute the optimal straightline label optimizing the min-max distance that is non-overlapping in $O\left(n k+k^{2} \log k\right)$ time.

## 3 Extensions

In the previous section we have given algorithms for a (non-)overlapping label using the min-max distance. The basic idea can also be applied to solve different problems. In this section we give two examples.
Minimizing the sum of distances. It is easy to show that an optimal solution has equally many islands placed to either side of the label (and may possibly intersect some others). Hence, for a fixed rotation the optimal (possibly overlapping) solution can easily be found in $O(n+k \log k)$ time. For an intersectionfree label in a fixed rotation, the optimal placement is the legal placement closest to the above solution.

In both cases it holds that if an optimal solution exists not tangent to any island, then there is also an optimal solution that is. Thus, the optimal solution in dual space is located on the edges of the arrangement.

We can compute the arrangement in $O\left(\left(n+k^{2}\right) *\right.$ $\log k)$ time using a sweep line. While sweeping the arrangement we keep track of the faces having an equal number of islands above and below it. We compute the summed distance at the start and its linear change in the first slab in $O(k)$ time. For each event we update the linear change and the summed distance at the start in $O(1)$ time. We can compute the optimal position per edge in $O(1)$ time. Finding the closest legal edge can be done in $O(\log k)$ time as well. Hence, in $O\left(\left(n+k^{2}\right) \log k\right)$ time we can find the optimal nonoverlapping label.
Non-zero-height labels. Zero-height labels are not useful for real labelling. For an overlapping label, the optimal non-zero-height label is always centered on the optimal zero-height solution.

If we wish to place an intersection-free label of height $h$, this is equivalent to offsetting all islands by $h / 2$ and computing a zero-height label. The vertices of the islands in primal space, however, become circular arcs. Consequently, in dual space we do not have polylines of line-segments, but of curves. A vertex $p=\left(p_{x}, p_{y}\right)$ of the top side of an islands being offset by a distance $h / 2$ becomes a curve $p^{*}=$ $p_{x} * x-p_{y}-\sqrt{x^{2}+1} * h / 2$ in dual space. Vertices on the bottom side of islands become curves $p^{*}=p_{x} * x-p_{y}+\sqrt{x^{2}+1} * h / 2$.

We can still compute the arrangement, the centerline, and the closest legal segments in $O\left(n k+k^{2} \log k\right)$ time. For each segment we can in $O(1)$ time compute the optimal position, so we can find the global optimum in $O\left(n k+k^{2} \log k\right)$ time. A similar argument can be made for the min-sum distance measure resulting in an $O\left(\left(n+k^{2}\right) \log k\right)$ time algorithm.
Future work. In this paper we gave an $O(n k)$ algorithm to compute the arrangement. Technically, this is not necessary as a sweep-line algorithm can obtain the same $O\left(n k+k^{2} \log k\right)$ time-bounds for the complete algorithm. However, the entire first section of our algorithm runs in $O(n k)$ time. In the worst case the centerline may intersect the arrangement at most $O(n k)$. This bound is also achievable. The final extra $\log$-factor in $O\left(k^{2} \log k\right)$ only turns up once. In future work we might investigate if this log-factor can also be removed, reaching the $O(n k)$ runtime. Current investigations, however, indicate a possible relation to the Sorting- $(\mathrm{X}+\mathrm{Y})$ problem [5].

## References

[1] M. de Berg, O. Cheong, M. van Kreveld, and M. Overmars. Computational Geometry, 3rd edition. Springer, 2008.
[2] G. Brodal and R. Jacob. Dynamic planar convex hull. In Proc. 43 rd Annual IEEE Symp. on Foundations of Computer Science, pages 617-626. ACM, 2002.
[3] T. Dey. Improved Bounds for Planar k-Sets and Related Problems. Discrete Comput. Geom., 19(3):373382, 1998.
[4] H. Edelsbrunner and E. Welzl. Constructing belts in two-dimensional arrange-ments with applications. SIAM J. on Computing, 15(1):271-284, 1986.
[5] M. Fredman. How good is the information theory bound in sorting? Theoret. Comput. Sci., 1:355-361, 1976.
[6] E. Imhof. Positioning names on maps. American Cartographer, 2(2):128-144, 1975.
[7] M. van Kreveld and T. Slechter. Automated label placement for groups of islands. Proc. 22th Int. Cart. Conf., 2005.
[8] A. Melkman. On-line construction of the convex hull of a simple polyline. Information Processing Letters, 25(1):11-12, 1987.
[9] M. Shamos. Computational geometry, 1978. Ph.D. thesis. Dept. of CS, Yale Univ.
[10] C. Toth, J. O'Rourke, and J. Goodman. Handbook of Discrete and Computational Geometry. CRC press, 2004.
[11] A. Wolff and T. Strijk. A map labeling bibliography, $2009 . \quad$ http://i11www.iti.unikarlsruhe.de/ awolff/map-labeling/bibliography/.
[12] C. Wood. Descriptive and Illustrated Guide for Type Placement on Small Scale Maps. Carto. J., 37(1):518, 2000.

# Clustered Edge Routing* 

Quirijn W. Bouts ${ }^{\dagger} \quad$ Bettina Speckmann ${ }^{\dagger}$

## 1 Introduction

Graphs are an important tool to express relational data. The classic method to depict graphs is a nodelink diagram where vertices (nodes) are associated with each object and edges (links) connect related objects. Node-link diagrams represent graphs in the most direct way. However, they quickly appear cluttered and unclear, even for moderately sized graphs. If the positions of the nodes are fixed - because they represent geo-referenced data or are laid out according to functional requirements - then suitable link routing is the only option to reduce clutter.

We present a novel link clustering and routing algorithm which respects (and if desired refines) userdefined clusters on the links. Our input is a nodelink diagram with fixed node positions and optionally a user-defined clustering on the links and/or a set of disjoint polygonal obstacles. Our clustering method is based on a well-separated pair decomposition (WSPD) and we route link clusters individually on a sparse visibility spanner. To completely avoid ambiguity we draw each individual link and guarantee that clustered links follow the same path in the routing graph. (We call the edges of the routing graph 'edges' and use 'links' for the input from the node-link diagram.) Our algorithm also ensures that clusters are not drawn close to nodes and do not cross obstacles (see Fig. 1).

Holten and van Wijk [11] formalized four edge compatibility measures which indicate how similar links are. In Section 2 we argue that the clusters induced by a WSPD consist of compatible links according to the measures of Holten and van Wijk. Users can hence simply vary the separation constant of the WSPD to find a balance between few clusters of less compatible links and many clusters of very compatible links.

In Section 3 we show how to route the link clusters defined by the WSPD along the greedy sparsification of the visibility graph. On the complete graph a greedy sparsification has several desirable properties, such as a provable angle constraint as well as low total weight. Under realistic input assumptions we can prove that these properties still hold for the sparsification of the visibility graph. In Section 4 we de-
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Figure 1: Clustered edge routing, one cluster in red.
scribe our complete routing algorithm, including preprocessing, link ordering, and crossing minimization.
Related work. Our work is closely related to the approach by Pupyrev et al. [2, 16] who use a routing graph based on a Yao-spanner of the visibility graph. The edges of a Yao-spanner can get arbitrarily close and angles can be arbitrarily small. Pupyrev et al. hence go through an extensive and computationally expensive iterative optimization step to improve it. Dwyer and Nachmanson [9] also use visibility graphs, albeit approximate ones, to route edges. They describe two approaches. The first uses a spatial decomposition and requires node movement. It can hence not be used to draw graphs with fixed node positions. The second approach also uses the Yao-spanner. All these techniques route links by using shortest paths on the routing graph. Link clustering is hence simply induced by the routing graph and does not necessarily satisfy any similarity measures. Furthermore, neither of these methods supports user-defined link clusters.

Dwyer et al. [8] integrate link routing techniques into a force-directed layout. Their method requires a feasible initial routing and moves vertices.

Various techniques reduce link clutter by bundling links which are "close". Gansner et al. [10] use a circular graph layout and route links either on the inside or the outside of the circle. Holten and van Wijk [11] describe a force-directed approach and use the aforementioned compatibility measures to determine the strengths of forces. Cui et al. [6] propose a geometrybased approach which uses a control mesh. Lambert et al. [13] use a combination of the Voronoi diagram and a quadtree as a multi-resolution grid for routing links. Bundling methods generally draw bundled links on top of each other. Hence it can be difficult to decide unambiguously if two nodes are connected. Luo et al. [14] propose a method which is ambiguityfree, but bundled links need to share a common node.

## 2 Clustering links via a WSPD

The well-separated pair decomposition (WSPD) was introduced by Callahan et al. [5]. Two point sets $A$ and $B$ are well-separated if they can be enclosed in two circles of equal diameter which are "far apart" relative to their diameter. More precisely, point sets $A$ and $B$, with bounding boxes $R(A)$ and $R(B)$, are said to be $s$-well-separated for some separation constant $s>0$ if $R(A)$ and $R(B)$ can be enclosed in two disjoint equal diameter circles $C_{A}$ and $C_{B}$ and the distance between $C_{A}$ and $C_{B}$ is at least $s$ times the diameter of $C_{A}$. The WSPD of a set of points $P$ with separation constant $s$ is a sequence of $m$ pairs $\left\{A_{i}, B_{i}\right\}$ of nonempty subsets of $P$ such that

1. for each $1 \leq i \leq m, A_{i}$ and $B_{i}$ are well-separated with respect to $s$.
2. for any two distinct points $p$ and $q$ there is exactly one pair $\left(A_{i}, B_{i}\right)$ such that $p$ is in one set and $q$ in the other.

The number of well-separated pairs $m$ is also called the size of the WSPD. If the separation constant $s$ is indeed constant we can compute a WSPD of size $O(n)$ on a point set in the plane in $O(n \log n)$ time, see [15] Chapter 9. Every well-separated pair $\left(A_{i}, B_{i}\right)$ induces a link cluster: each link with one endpoint in $A_{i}$ and the other endpoint in $B_{i}$ is part of the cluster.

Link compatibility measures. Holten and van Wijk introduced four measures which concern the angle, scale, and position of a pair of links, as well as the visibility between them. Consider the $s$-well-separated pair $\{A, B\}$. We examine the compatibility measures on any two links $e=\left(p_{0}, p_{1}\right)$ and $f=\left(q_{0}, q_{1}\right)$ with $p_{0}, q_{0} \in A$ and $p_{1}, q_{1} \in B$. We assume that the link $e$ is at most as long as the link $f$. We use $D$ to denote the diameter of the circles $C_{A}$ and $C_{B}$.

Angle compatibility. Links in the same cluster should have a similar angle. We define the angle $\alpha$ between two non-parallel links as the smallest angle between the lines induced by the links. The angle of parallel links is 0 .

Lemma 1 The angle $\alpha$ between $e$ and $f$ is bounded by $\alpha \leq 2 \cdot \tan ^{-1}\left(\frac{1}{s}\right)$ for $s \geq 1$.

Proof. The figure shows a worst case configuration of $e$ and $f$ with respect to $\alpha$. We have $\left|\left(p_{0}, t\right)\right| \leq 0.5 D$ and
 $|(t, r)| \geq 0.5 s D$ as rough bounds. We can now bound $\alpha$ by $2 \cdot \tan ^{-1}\left(\frac{1}{s}\right)$.

Scale compatibility. Links in the same cluster should have similar length.

Lemma 2 The difference in length of $e$ and $f$ is at most $2 \cdot D$. The length ratio of $f$ to $e$ is bounded by $\frac{|f|}{|e|} \leq \frac{s+2}{s}$.

Position compatibility. Links which are close to each other should be more likely to end up in the same cluster. Holten and van Wijk measure "close to each
 other" by considering the distance between the midpoints $p_{m}$ and $q_{m}$ of links $e$ and $f$ in relation to the average link length of $e$ and $f$.

Lemma 3 The difference in position of links $e$ and $f$ with midpoints $p_{m}$ and $q_{m}$ is $\left|\left(p_{m}, q_{m}\right)\right| \leq D$. The ratio of the difference in position to the average length is bounded by $\frac{\left|p_{m} q_{m}\right|}{(|e|+|f|) / 2} \leq \frac{1}{s}$.

Visibility compatibility.
Let $q_{m}^{\prime}$ be the point on the line induced by $e$ that when projected onto $f$ coincides with its midpoint
 $q_{m}$. The visibility compatibility of $e$ with $f$ is defined by the normalized distance between the midpoint of $e$ $\left(p_{m}\right)$ and $q_{m}^{\prime}$. To normalize this distance we divide by the length of the segment $q_{0}^{\prime} q_{1}^{\prime}$ which when projected onto the line induced by $f$ coincides with $f$.

Lemma 4 Let $q_{0}^{\prime}, q_{1}^{\prime}$ and $q_{m}^{\prime}$ be the points on the line induced by $e$ which, when projected onto $f$, coincide with $q_{0}, q_{1}$, and $q_{m}$. The visibility compatibility is bounded by $\frac{\left|\left(p_{m}, q_{m}^{\prime}\right)\right|}{\left|\left(q_{0}^{\prime}, q_{1}^{\prime}\right)\right|} \leq \frac{1}{s}$ for $s>1$.
Proof. Let $\alpha$ be the angle between the lines induced by $e$ and $f$ which using Lemma 1 we can bound as $\alpha<2 \tan ^{-1}\left(\frac{1}{s}\right)$. Let $\overline{p_{m}}$ be the projection of $p_{m}$
 onto the line induced by $f$. We have $\left|\left(\overline{p_{m}}, q_{m}\right)\right| \leq\left|\left(p_{m}, q_{m}\right)\right| \leq D$ by the triangle inequality. This implies $\left|\left(p_{m}, q_{m}^{\prime}\right)\right| \leq \frac{D}{\cos (\alpha)}$. From the definition of $s$-well-separated we have $\left|\left(q_{0}, q_{1}\right)\right| \geq$ $s D$, which implies that $\left|\left(q_{0}^{\prime}, q_{1}^{\prime}\right)\right| \geq \frac{s D}{\cos (\alpha)}$. We now have $\frac{\left|\left(p_{m}, q_{m}^{\prime}\right)\right|}{\left|\left(q_{0}^{\prime}, q_{1}^{\prime}\right)\right|} \leq \frac{D}{\cos (\alpha)} \cdot \frac{\cos (\alpha)}{s D}=\frac{1}{s}$.

Increasing the separation constant $s$ of the WSPD improves all four compatibility measures. Users can hence vary $s$ to find a balance between few clusters of less compatible links and many clusters of very compatible links. If the user has specified clusters we test if they are also spatially clustered. If this is not the case, that is, if the endpoints of the clustered links are not well-separated, we can refine the user-specified cluster into compatible clusters using the WSPD.

## 3 The routing graph

We add a small polygonal obstacle around each node, merge those obstacles which are "too close", and enclose merged obstacles within their convex hull. We use a combination of Voronoi and additional in-cell edges to connect nodes with their obstacle vertices.

Let $d_{G}(p, q)$ denote the shortest-path distance between two vertices $p$ and $q$ in a graph $G=(V, E)$. A geometric $t$-spanner $(t>1)$ of $G$ is a graph $G^{\prime}=$ $\left(V, E^{\prime} \subseteq E\right)$ such that for any two vertices $p, q \in V$, $d_{G^{\prime}}(p, q) \leq t \cdot d_{G}(p, q)$. The so-called greedy spanner is constructed by considering all edges $e=(p, q) \in E$ in non-decreasing order and adding them to $E^{\prime}$ if and only if $d_{G^{\prime}}(p, q)>t \cdot d_{G}(p, q)$. For our routing graph we use the greedy spanner to sparsify the visibility graph. We also include all original obstacle edges.

The visibility graph can be computed in $O\left(n^{2} \log n\right)$ time using a sweepline approach (see [7] Chapter 15). The greedy spanner can be computed in $O\left(n^{2} \log n\right)$ time [3]. We use the $O\left(n^{2} \log ^{2} n\right)$ algorithm of Bouts et al. [4] which is faster in practice.

The greedy sparsification of the complete graph is very sparse, it guarantees a lower bound for the angles between nearby edges, and it has a total weight of $O(M S T)$, where $M S T$ denotes the weight of the minimum spanning tree ( $[15]$ Chapter 6,14 ). A lower bound on the angle between adjacent edges is important when routing unambiguously. We sketch the argument for the greedy spanner and illustrate how (under realistic input assumptions) a similar proof holds for our routing graph.

Let $(v, u),(v, w)$ be two edges in the greedy spanner with angle $\alpha$ at $v$ and let $(v, u)$ be considered before $(v, w)$ by the algorithm $(|v u| \leq|v w|)$. For $\alpha<\frac{\pi}{4}$ we have that $|u w|<|v w|$ and hence there is a $t$-path between $u$ and $w$ when considering $(u, v)$. Furthermore, we have $t>1 /(\cos \alpha-\sin \alpha)$. Hence, if $\alpha$ is too small in relation to $t$, we have $|v u|+t|u w|<t|v w|$ contradicting that $(v, w)$ is in the greedy spanner and implying a lower bound on $\alpha$.

We now assume square axisaligned obstacles with sidelength $k$, which are separated by at least $\frac{1}{2} t k$. Hence the sparsification of the visibility graph must include all obstacle edges since no other vertices are sufficiently close to
 form a $t$-path between their vertices. Let $\delta(u, w)$ denote the length of the shortest path between $u$ and $w$ in the visibility graph. Because of our input assumptions $\delta(u, w)$ is at most a small constant factor larger than $|u w|$ (see figure). Hence the same argument as above applies, with slightly worse constants.

By adjusting the dilation $t$, the user can find a balance between a more direction preserving or a cleaner, more abstract routing graph.

## 4 Routing and ordering links

The routing should respect the clustering. Using the nearest pair of nodes (one from each set of the corresponding well-separated pair) we determine merge points. All links in a cluster are routed via their merge points to ensure that they share a common sub-path.

To avoid unambiguity we draw links individually along the routing graph edges. Inspired by [16] we use bi-arcs to allow them to smoothly change directions at vertices and to ensure that they cross at large angles. Clustered links are drawn together to form a ribbon of links. This leads to a two-level ordering problem. We order both ribbons and the links within them to minimize crossings. We can order the links optimally in linear time since they do not pass through nodes [16].

Because of the tree-like structure of the ribbons ordering them among each other is NP-complete. We prove this by reduction from the 1 -sided crossing minimization problem [12]: Given a two-layered (bipartite) graph $G=\left(\left\{L_{0}, L_{1}\right\}, E\right)$ and an ordering $x_{0}$ of vertices on layer $L_{0}$, is there an ordering $x_{1}$ of $L_{1}$ such there are at most $k$ crossings?

Definition 1 (Ribbon ordering problem) Given the ribbons routed through vertex $v$. Is there an ordering along its edges with at most $k$ crossings?

Lemma 5 Ribbon ordering is NP-Complete.

Proof. Consider an arbitrary instance of the one-sided crossing minimization problem $G=$ ( $\left\{L_{0}, L_{1}\right\}, E$ ) where $L_{0}$ is the fixed layer. We denote the fixed vertices with $\bar{v}_{1} \ldots \bar{v}_{\left|L_{0}\right|}$ and those in $L_{1}$ by $v_{1} \ldots v_{\left|L_{1}\right|}$. We construct an instance of the ribbon ordering problem as illustrated in Fig. 2. We add edges $e_{1} \ldots e_{\left|L_{0}\right|}$ on the left side corresponding to $L_{0}$ and one edge on the right side. We add ribbons $r_{1} \ldots r_{\left|L_{1}\right|}$ to this edge corresponding to $L_{1}$. For each edge in $\left(\bar{v}_{i}, v_{j}\right) \in E$ we add a link from ribbon $r_{j}$ to $e_{i}$.

We can now solve the original instance by finding an order of ribbons on the right edge. Since ribbon ordering is clearly in NP this proves NP-completeness.

This close relation to 1 -sided crossing minimization allows many of its heuristics to be adapted to ribbon ordering. For our implementation we adapted the


Figure 2: A 1-sided crossing minimization problem and the corresponding ribbon ordering instance. The four left edges act as a fixed layer.


Figure 3: The TLR4 graph from [1] (91 nodes, 124 links), rendered by (a) Cerebral [1] and (b) our algorithm. Closeups of the same region show the ambiguity problems arising from overlapping links in the original drawing.

Barycenter heuristic [12] which works by calculating the "average ranking" for each ribbon.

We demonstrate our method on the TLR4 dataset which represents interactions between different biomolecules. Barsky et al. [1] used their Cerebral software to find node positions and used a simple spline based heuristic to draw links (see Fig. 3(a)). Fig. 3(b) shows the result of our algorithm on their node layout. Clusters were defined by experts and refined where needed using a separation of 1 . The sparsification was computed for a dilation of $t=1.8$.
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Figure 1: US election 2012, electorial college votes. Diffusion cartogram by M. Newman (Univ. Michigan), square mosaic cartogram (Wikipedia), square and hexagonal mosaic cartograms computed by our algorithm.

## 1 Introduction

Cartograms visualize quantitative data about a set of regions such as countries or states by scaling each region such that its area is proportional to its data value. There are several different types of cartograms and some algorithms to construct them automatically exist. The most common cartograms are contiguous area cartograms [8] (Fig. 1 left). Here the regions are deformed in such a way that adjacencies are kept. Contiguous area cartograms perform well if the data values are positively correlated to the land areas of the input regions, but producing good cartograms if this is not the case remains a challenge.

The size of regions in contiguous area cartograms is generally hard to judge. To remedy this situation several types of cartograms depict regions using simple geometric shapes like disks, squares or rectangles. When using rectangles, adjacencies and relative positions can be maintained [2, 10]. However, the rectangular shape is not very recognizable and hence Mumford et al. $[4,5]$ initiated the study of rectilinear cartograms where each region is represented by a rectilinear polygon. But the areas of general rectilinear polygons are again difficult to estimate and compare. This is much easier if the polygons are composed of a small number of unit squares (Fig. 1 middle two). We focus on this type of cartograms, or more generally cartograms which use multiples of simple tiles usually squares or hexagons (Fig. 1 right) - to represent regions. In absence of a dedicated name in the literature we call such cartograms mosaic cartograms.

Mosaic cartograms using squares have been popu-

[^43]larized by the New York Times, usually in the context of the US elections, but also to show changing demographics. Mosaic cartograms using hexagons are less frequent, examples are the "Indices of Deprivation 2010" by the Leicestershire County Council.

Mosaic cartograms communicate data well that consist of, or can be cast into, small integer units (for example, electorial college votes), they allow users to accurately compare regions, and they can often maintain a (schematized) version of the input regions' shapes. We propose the first method to construct mosaic cartograms fully automatically. To do so, we first introduce mosaic drawings of triangulated planar graphs. We then modify mosaic drawings into mosaic cartograms with zero cartographic error while maintaining correct adjacencies between regions.

Quality criteria. There are several quality criteria for (mosaic) cartograms. One of the most important ones is the cartographic error, which is defined for each region as $\left|A_{c}-A_{s}\right| / A_{s}$, where $A_{c}$ is the area of the region in the cartogram and $A_{s}$ is the specified area depending on the data value to be shown. In a mosaic cartogram a region is represented by an edgeconnected set of tiles, which we call a configuration. Each configuration must be simple, that is, contain no holes. The mosaic resolution measures the (maximum and average) number of tiles used per region. We consider the following quality criteria in this paper:

- Average and maximum cartographic error
- Correct adjacencies of configurations: two configurations are adjacent if and only the corresponding input regions are adjacent
- Shape of the regions
- Relative positions of regions
- Mosaic resolution

It is generally challenging to simultaneously satisfy all criteria well. We decided to enforce correct adjacencies in our algorithm, that is, we produce only mosaic
cartograms which have exactly the same configuration adjacencies as the corresponding regions of the input map. There is a clear trade-off between mosaic resolution and recognizability of the map. A low mosaic resolution, that is a small to medium number of tiles per region, allows users to explicitly count tiles and compare regions. A high mosaic resolution makes it easier to preserve shapes and relative positions and to achieve zero cartographic error. Fortunately our method can create mosaic cartograms with zero cartographic error for relatively low mosaic resolutions.

Most mosaic cartograms which are made by hand do neither preserve the adjacencies of all input regions nor their shapes. A common semi-automated approach is to take a map or a contiguous area cartogram and to overlay it with a suitable grid. This requires a rather high mosaic resolution, since otherwise rounding errors will easily destroy or create adjacencies. Furthermore, mosaic cartograms created in this way usually do not have zero cartographic error.

## 2 Mosaic Drawings

We define mosaic drawings for plane triangulated graphs, that is, planar graphs with a given embedding where every interior face is a triangle. Mosaic drawings are drawn on a tiling of the plane. Of particular interest are the uniform, and especially the regular tilings, although other types of tilings might also result in intriguing drawings. There are three types of regular tilings: the triangular, the square, and the hexagonal tiling. The triangular tiling uses two different rotations of the basic triangular shape and hence is visually a little more complex than the square or the hexagonal tiling.

We call a set of edge-connected tiles of a tiling $\mathcal{T}$ a configuration. We say that a configuration $C$ is simple if its tiles are simply connected ( $C$ has no holes). Two configurations $C_{1}$ and $C_{2}$ are adjacent if and only if there is at least one tile $t_{1} \in C_{1}$ and at least one tile $t_{2} \in C_{2}$ such that $t_{1}$ and $t_{2}$ are edge-connected. A mosaic drawing $\mathcal{D}_{\mathcal{T}}(G)$ of plane triangulated graph $G=(V, E)$ on $\mathcal{T}$ represents every vertex $v \in V$ by a simple configuration $C(v)$ of edge-adjacent tiles from $\mathcal{T}$ in such a way that two vertices $v$ and $u$ of $G$ are connected by an edge $e=(v, u)$ if and only if the configurations $C(v)$ and $C(u)$ are adjacent (see Fig. 2).

We say that a mosaic drawing is simple if the union of all configurations is simply connected, that is, the drawing has no holes. Mosaic drawings are a type of contact representation, since they do not draw edges explicitly,
but imply them by the contact of the configurations.
For which tilings do mosaic drawings exist? Below we show - with the help of results from the Graph Drawing and VLSI layout literature - that simple mosaic drawings exist for both square and hexagonal tilings. For a given (style of) mosaic drawings we can then consider various quality criteria, such as the size (number of tiles) of the drawing and the area (number of tiles inside a bounding box).
Square and hexagonal tilings. We show that any plane triangulation has a mosaic drawing on a square and hexagonal tiling via orthogonal (grid) drawings [6] of a graphs. Here the vertices are placed on an integer grid and the edges are routed along the grid.

Given a plane triangulation we can obtain a mosaic drawing in the following way as illustrated in Fig. 3: We first take the weak dual of the triangulation, which has a vertex for each triangle of the triangulation, and an edge for any pair of adjacent triangles. The dual of a triangulation has a maximum degree of three and can be laid out orthogonally on a grid. To obtain a mosaic drawing on a square tiling, we represent every grid point of the orthogonal drawing by four squares of the tiling and consistently distribute them to the configurations of the triangulation. On a hexagonal grid we can proceed in exactly the same way but shear the orthogonal drawing; alternatively we can directly embed the dual on a hexagonal grid [9].

The construction above shows that we can obtain mosaic drawings that are linear in the size of the corresponding orthogonal drawings. This allows us to derive complexity results for mosaic drawings from existing results for orthogonal drawings. Orthogonal drawings on small-area grids have been studied extensively [6, 12]. For instance, if the triangulation induces an outerplanar graph, we can obtain a mosaic drawing of relatively small area by making use of


Figure 3: Transformation from orthogonal drawing to mosaic drawings via the (weak) dual.


Figure 4: Constructing simple mosaic drawings for square and hexagonal tilings via an orderly spanning tree (inspired by [3]).
the fact that the dual is a binary tree [7]. However, minimizing the size (area, length, etc.) of an orthogonal drawing is NP-hard even if the orientations of the edges used are already given [1, 13], which makes it unlikely that we can efficiently minimize the area of a mosaic drawing.

## 3 Mosaic cartograms

Our input is now a triangulated planar graph $G=$ $(V, E)$ together with integer weights $w(v)$ for each vertex $v \in V$. A mosaic cartogram for $G$ is a simple mosaic drawing of $G$ where each configuration $C(v)$ consists of exactly $w(v)$ tiles for each vertex $v \in V$. The construction of mosaic drawings from orthogonal drawings of the dual as sketched above does not necessarily produce simple mosaic drawings. While we could extend this construction and fill faces in a consistent way, we instead choose an alternative method which is based on orderly spanning trees [3] and produces compact simple mosaic drawings (see Fig. 4).

Orderly spanning trees are spanning trees with certain order relations between the nodes. Chiang et al. [3] show how to compute an orderly spanning tree $S T$ for a planar triangulation $G$. They then construct a (vertical) visibility drawing for $S T$, which is stretched into a 2 -visibility drawing of $G$. They grow horizontal branches to fill up gaps and finally shrink thick branches to height 1 . The result is a square mosaic drawing of $G$. Since at most three regions meet at each intersection, we can directly shear the same drawing onto a hexagonal grid and so obtain a hexagonal mosaic drawing with the same complexity.

To compute mosaic cartograms, we start with a mosaic drawing of the (augmented) dual of the input map. Unfortunately the orderly spanning trees created by Chiang et al. [3] have a tendency to "curl inwards". The resulting mosaic drawings often do not
retain any of the relative positions of the input nodes and are hence a rather poor starting point for mosaic cartograms (see Fig. 5 left). However, the spanning trees induced by a Schnyder labeling are also orderly spanning trees [11] and lead to mosaic drawings which do capture a significant part of the relative positions of the input (see Fig. 5 right top).

We use an iterative method to grow (or shrink) the configurations according to the input data. While doing so, we maintain the correct adjacencies at all times. We use so-called guiding shapes - configurations which represent the desired final state of each configuration $C(v)$ - to slowly nudge each configuration towards the correct number of tiles and the correct shape. Guiding shapes are iteratively moved using a force-directed approach to reduce overlap while moving the configurations into appropriate relative positions. Note that the configurations never overlap, only their guiding shapes might. We maintain a proper mosaic drawing at all times, although it might


Figure 5: US: mosaic drawing based on Chiang et al. [3] (left) and on Schnyder labeling (top right), area cartogram with 1 square $\approx 5000 \mathrm{~km}^{2}$.


Figure 6: EU GDP in 2013: 1 hexagon per 20 billion USD, 1122 tiles, 1 incorrect hexagon (left), 1 hexagon per 15 billion USD, 1499 tiles, no error (right).
not always be simple. Each configuration, however, is always simple. This process stops as soon as no more progress can be made. Now most configurations have a good shape and the correct number of tiles, a few might have some tiles too many or too few. The final step of our algorithm uses a minimum cost flow formulation to assign the correct number of tiles to each configuration. This process maintains the correct adjacencies and disturbs the shapes as little as possible. It also removes any holes in the drawing which might have arisen during the iterative resizing and moving.

## 4 Future Work

An obvious direction for future work are other types of tilings, most notably the triangular tiling. Our method in principle extends to any uniform tiling, if one interprets it as a square or hexagonal tiling by grouping adjacent tiles appropriately (Fig. 7). However, more direct approaches and corresponding size and area bounds would be of interest.


Figure 7: Interpreting the hexagonal tiling as a square tiling and the trihexagonal tiling as a hexagonal tiling.

## References

[1] M. J. Bannister, D. Eppstein, and J. Simons. Inapproximability of orthogonal compaction. J. Graph Algorithms and Applications, 16(3):651-673, 2012.
[2] K. Buchin, B. Speckmann, and S. Verdonschot. Evolution strategies for optimizing rectangular car-
tograms. In Proc. 6th Intern. Conference on Geogr. Information Science, LNCS 7478, pages 29-42, 2012.
[3] Y.-T. Chiang, C.-C. Lin, and H.-I. Lu. Orderly spanning trees with applications. SIAM Journal on Computing, 34(4):924-945, 2005.
[4] M. de Berg, E. Mumford, and B. Speckmann. On rectilinear duals for vertex-weighted plane graphs. Discrete Mathematics, 309(7):1794-1812, 2009.
[5] M. de Berg, E. Mumford, and B. Speckmann. Optimal BSPs and rectilinear cartograms. International Journal of Computational Geometry and Applications, 20(2):203-222, 2010.
[6] C. A. Duncan and M. T. Goodrich. Planar orthogonal and polyline drawing algorithms. In R. Tamassia, editor, Handbook of Graph Drawing and Visualization, Chapter 7, pages 223-246. CRC Press, 2013.
[7] F. Frati. Straight-line orthogonal drawings of binary and ternary trees. In Proc. 15th Intern. Conference on Graph Drawing, LNCS 4875, pages 76-87, 2008.
[8] M. Gastner and M. Newman. Diffusion-based method for producing density-equalizing maps. Proc. National Academy of Sciences of the USA, 101(20):7499-7504, 2004.
[9] G. Kant. Hexagonal grid drawings. In GraphTheoretic Concepts in Computer Science, LNCS 657, pages 263-276, 1993.
[10] M. v. Kreveld and B. Speckmann. On rectangular cartograms. Computational Geometry: Theory and Applications, 37(3):175-187, 2007.
[11] K. Miura, M. Azuma, and T. Nishizeki. Canonical decomposition, realizer, Schnyder labeling and orderly spanning trees of plane graphs. Intern. Journal Found. of Computer Science, 16(1):117-141, 2005.
[12] A. Papakostas and I. G. Tollis. Algorithms for areaefficient orthogonal drawings. Computational Geometry: Theory and Applications, 9(12):83-110, 1998.
[13] M. Patrignani. On the complexity of orthogonal compaction. Computational Geometry: Theory and Applications, 19(1):47-67, 2001.

# Long Paths in Line Arrangements 

Udo Hoffmann* ${ }^{*}$ Linda Kleist* Tillmann Miltzow $\ddagger$


#### Abstract

An arrangement of lines partitions the plane into vertices, edges and faces. A (dual) path in a line arrangement is a sequence of faces where every two consecutive faces share an edge and each face occurs at most once. We prove that every arrangement of $n$ lines has a path of length $n^{2} / 3-O(n)$. This is tight up to the linear order term.

We also consider arrangements of red and blue lines, where our paths must cross red and blue edges alternatingly: We describe an example of a line arrangement with $3 k$ blue and $2 k$ red lines with no alternating path longer than $14 k$. Moreover, we show that any arrangement with $n$ lines has a coloring such that there exist an alternating path of length $\Omega\left(n^{2} / \log n\right)$.


## 1 Introduction

A line arrangement $\mathcal{A}$ is a set of $n$ lines in the Euclidean plane. The set of lines partitions the plane into vertices, edges, and faces. A line arrangement is called simple if no two lines are parallel and every point of the Euclidean plane is covered by at most 2 lines. A simple arrangement has $\binom{n}{2}+n+1$ faces. A (dual) path in a line arrangement is a sequence of faces such that consecutive faces share an edge and no face appears more than once. The length of a path is defined as the number of involved faces. We are interested in bounds on the minimum length of a longest dual path in arrangements with $n$ lines, i.e., in the function

$$
f(n):=\min _{\mathcal{A} \in \mathbf{A}_{n}} \max _{P \in \mathcal{A}}|P|
$$

where $P$ is a dual path in $\mathcal{A},|P|$ its length, and $\mathbf{A}_{n}$ the set of simple arrangements with $n$ lines.

Aichholzer et al. [1] introduce this problem and show that each simple arrangement of $n$ lines admits a path of length $n^{2} / 4-O(n)$. As an upper bound, they show that there are arrangements with $n$ lines where the longest path is of length $n^{2} / 3+O(n)$.

Our main result is a (up to lower order terms) tight lower bound on the length of a longest path.

[^44]Theorem 1 In a simple arrangement of $n$ lines, there exist a path of length $1 / 3 n^{2}-O(n)$.

There also exist a colored version of the problem: The lines are colored (with red and blue), and a dual path has to be alternating, that is it does not traverse two edges of the same color consecutively. For this variant, Aichholzer et al. [1] show that there exists an alternating dual path between any two bicolored faces. This result implies the existence of an alternating path of length $\Omega(n)$ in any bicolored arrangement with $n$ lines. This bound is tight up to a constant factor for any arrangement with $n-1$ red and 1 blue line. They ask if it remains true in the case of more balanced color classes. We extend the upper bound to a more balanced scenario.

Theorem 2 There exists a simple arrangement of $3 k$ red and $2 k$ blue lines where any alternating dual path goes through at most $14 k$ faces, for every odd $k$.

This negative result led us to the question if for any line arrangement there exist a coloring allowing for a 'long' alternating path. Our answer is a bound for a randomly colored arrangement.

Theorem 3 In a random bicoloring of an arrangement of $n$ lines, there exists an alternating path of length $\Omega\left(n^{2} / \log n\right)$ with high probability.

## 2 Long Paths in Line Arrangements

Here we give a simplified proof of the theorem from [1], namely that any line arrangement with $n$ lines has a path of length $n^{2} / 4-O(n)$. Afterwards, we give the general proof idea of Theorem 1. Pick an unbounded face $l_{0}$, and consider a wiring diagram of $\mathcal{A}$ such that


Figure 1: A wiring diagram with walls displayed in red; tunnels are between the walls.
$l_{0}$ is the bottom unbounded face. A wiring diagram is a standard way to represent the combinatorics of a line arrangement, see Figure 1 for an illustration; for a formal definition we refer to [4] or [6, Section 5.1].

The set of faces with a shortest path of length $i+1$ to $l_{0}$ is called face level $L_{i}$. There are exactly two unbounded faces in each level $L_{i}, 1<i<n$; we denote the left one by $l_{i}$, and the right one by $r_{i}$, see Figure 1. For $i \in\{0, n\}, L_{i}$ consists of exactly one face; we also refer to them as the top and bottom face, respectively. We group pairs of adjacent face levels to tunnels, i.e. tunnel $T_{i}$ is the union of the two face levels $L_{2 i-1}$ and $L_{2 i}$ for $1 \leq i \leq\lfloor n / 2\rfloor$.

As the dual graph induced by the faces of a tunnel is connected, we define an ordered set of tunnel paths $\mathcal{P}:=\left\{P_{i} \mid i \in\{1, \ldots,\lfloor n / 2\rfloor\}\right\}$, with
$P_{i}:=$ a path in tunnel $T_{i} \begin{cases}\text { from } l_{2 i-1} \text { to } r_{2 i} & i \text { odd, } \\ \text { from } r_{2 i-1} \text { to } l_{2 i} & i \text { even. }\end{cases}$
We think of path $P_{i}$ as oriented from the start to the end vertex. The path family $\mathcal{P}$ has the property of being glueable, that is the paths are pairwisely disjoint and the end faces of $P_{i}$ and the start face of $P_{i+1}$ are adjacent. Hence, the paths in $\mathcal{P}$ can be 'glued' to one path by concatenation: $P:=P_{1} P_{2} P_{3} P_{4} \ldots$

Lemma 4 Let $Q$ be a path from $l_{i}$ to $r_{j}$ in $\mathcal{A}$.
If $i, j \leq n / 2$, then $|Q| \geq i+j+1$.
If $i, j \geq n / 2$, then $|Q| \geq 2 n-i-j+1$.
Proof. Consider a shortest path $Q$ from $l_{i}$ to $r_{j}$. The path $Q$ must cross at least the $i$ lines starting above $l_{i}$ and the $j$ lines ending above $r_{j}$. Crossing any of these lines yields one new face. Hence, the path is at least of length $(i+j+1)$. For $i, j \geq n / 2$, consider the lines starting and ending below $l_{i}$ and $r_{j}$.

Summing the length of the paths in $\mathcal{P}$, we immediately obtain that $P$ has length at least

$$
\sum_{i=1}^{\lfloor n / 2\rfloor}\left|P_{i}\right| \geq 2 \sum_{i=1}^{\lfloor n / 4\rfloor} 4 i \geq \frac{1}{4} n^{2}-n .
$$

This ends the proof of the theorem from [1].


Figure 2: The walls of the tunnels are drawn as straight horizontal lines. Typical rerouting steps are illustrated in orange and brown.

In the following, we give the ideas of how to strengthen this result and obtain a tight constant, i.e., of how to prove Theorem 1. The idea is to prolong the current path $P$ by incorporating sufficiently many faces which are not yet used by the path. We call these unused faces bad. The set of bad faces has strong structural properties. Most importantly, the set of bad faces induces a set of paths. These paths can be incorporated until only isolated bad faces remain, see the orange rerouting in Figure 2. This has to be done carefully, due to two reasons: Firstly, some unbounded faces cannot be incorporated. Secondly, after one rerouting, the structure of our path changes and a second rerouting may not be possible.

We use a charging scheme to count the bad faces after the first type of rerouting steps. After eliminating adjacent unused faces, every ramaining unused bad face obtains two units of charge. The charged faces distribute the charge to traversed faces as depicted in Figure 3. It is possible that some traversed faces ob-


Figure 3: Unused faces give two units of charge to faces in the adjacent tunnel through their leftmost wall-edge and leftmost wall-vertex.
tain two units of charge. In these cases, we reroute again or redistribute the charge. A typical rerouting step is illustrated in brown around the red highlighted vertex in Figure 2.

In this way, we can show that the final path $P^{*}$ has a ratio of traversed and not traversed faces of 2 to 1 ; implying the desired result.

## 3 Balanced Bicolored Upper Bound Example

We give a bicolored arrangement $\mathcal{A}$ with $3 k$ red and $2 k$ blue lines (for odd $k$ ) with a longest alternating path of length $14 k$. An example for $k=3$ is given in Figure 4.

Take a regular $3 k$-gon ( $k$ odd) and construct the red lines as tangents to its edges. As helping lines, construct one line through each vertex and the center of the polygon. Those lines form, up to projective transformation, the Böröczky-example, which minimizes the number of ordinary crossings $[2,7]$. The helping lines separate the plane into $3 k$ double wedges. For each third double wedge draw two blue lines that leave the double wedge only inside the polygon, such that all blue intersections lie within the polygon.

Observation 1 Consider two adjacent wedges that do not contain a blue line. All faces contained in such a pair of wedges are red, and thus the alternating path cannot switch from one wedge to another.


Figure 4: left: Construction for $k=3$. Each third wedge and the polygon is marked gray. Dotted lines are the helping lines. right: A zoom into one wedge, an alternating path is depicted.

Observation 2 Consider a wedge that contains blue lines as shown in Figure 4. An alternating path from the middle entering this wedge cannot return to the middle.

We have to show that the length of a longest path $P$ in the arrangement is bounded by $14 k$. The number of bicolored faces adjacent to the boundary of the regular polygon is bounded by $8 k$ : Each of the $2 k$ blue lines crosses the boundary twice and each crossing can be made responsible for two bicolored faces. Consider the faces $F$ traversed by $P$ that are not adjacent to the regular polygon. The faces $F$ lie in at most two wedges by Observation 1 and 2 and are at most $2 \cdot 3 k$.

The question if every balanced bicolored line arrangement with $k$ red and $k$ blue lines has an alternating dual path of length $\Omega\left(n^{2}\right)$ remains open.

## 4 Random Coloring

We will show that a random bicoloring of an arrangement admits a long alternating path, with high probability. Thus each arrangement has a coloring that admits a long alternating path. The general idea follows the uncolored case, but we use tunnels with larger width and need to be more careful, that we can indeed glue paths of each tunnel together.

Let $\mathcal{A}$ be an arrangement of $n$ lines and consider a random coloring of $\mathcal{A}$, i.e., each line is colored red with probability $1 / 2$ and blue otherwise.

We define the tunnel of width $w$ as

$$
\mathcal{T}_{i}=\bigcup_{j=i w+1}^{(i+1) w} L_{j}
$$

For simplicity, we assume that $w$ divides $n$. We denote by $l=n / w-1$ the index of the last tunnel. Further,
we define the depth of a face as the minimum number of lines separating a face from an unbounded one. The outer tunnel $\mathcal{O}$ is the set of faces of depth at most $w$. We will suppress the width $w$ in the notation, it will be chosen later appropriately. The idea is similar to the uncolored case: We find a path in each tunnel from left to right or from right to left. The outer tunnel $\mathcal{O}$ is needed to glue those paths together to one.

For technical reasons, we define the following orientation of the dual graph of the arrangement as in [1]. As the dual graph is bipartite, we fix a coloring of the faces with black and white, such that no two adjacent faces obtain the same color. We direct an edge from white to black, if the separating line is blue and we direct an edge from black to white if the separating line is red. Any directed path in this directed graph corresponds to an alternating path in the undirected graph. Thus, in the remainder, we always consider this directed graph. The set of faces that can be reached from a face $z$ in this directed graph is denoted by reach $(z)$.

Lemma 5 ([1]) Let $E$ be the set of edges of the arrangement that forms the boundary of reach $(z)$. Then, the connected components of $E$ are monochromatic.

We choose a long path in the following way: There exists directed paths $L$ and $R$ in $\mathcal{O}$ from some face in $\mathcal{T}_{0}$ to $\mathcal{T}_{l}$ as in Figure 5.


Figure 5: Construction of the path by the tunnel paths.

The path $L$ crosses the wall of $\mathcal{T}_{1}, \mathcal{T}_{2}, \ldots$ and so on. We assume, for simplicity, that each wall will be crossed by $L$ exactly once. There are some faces $F$ traversed immediately before and immediately after $L$ crosses a wall. Denote these faces by $\tilde{l}_{1}, \tilde{l}_{2}, \ldots$ in the order they are traversed by $L$. Similarly, we define $\tilde{r}_{1}, \tilde{r}_{2}, \ldots$ for the path $R$. Note that each $\tilde{l}_{i}, \tilde{r}_{i}$ is on the top of a tunnel for $i$ odd and on the bottom of a tunnel for $i$ even.

As in the uncolored case, we define paths $P_{i}$, if they exist, as follows
$P_{i}:=$ a path in tunnel $\mathcal{T}_{i} \begin{cases}\text { from } \tilde{l}_{2 i} \text { to } \tilde{r}_{2 i+1} & i \text { even }, \\ \text { from } \tilde{r}_{2 i} \text { to } \tilde{l}_{2 i+1} & i \text { odd. }\end{cases}$
If there is more than one such path pick any. Our long path is $P=P_{1} P_{2} P_{3} \ldots$ as depicted in Figure 5.

It remains to show that
(i) the paths $L$ and $R$ exist with high probability,
(ii) the paths $P_{i}$ exists with high probability, and
(iii) the path $P$ has length $\Omega\left(n^{2} / \log n\right)$.

The proofs of (i) and (ii) are similar. We will show (ii) and sketch (iii).

Lemma 6 We assume $L$ and $R$ exist as described above. Fix some tunnel $\mathcal{T}_{i}$ and denote by $\tilde{l}_{2 i}$ and $\tilde{l}_{2 i+1}$ the first and last face of $L$ in $\mathcal{T}_{i}$. Similarly let $\tilde{r}_{2 i}$ and $\tilde{r}_{2 i+1}$ be the bottom and top face of $R$. Let $A_{i}$ be the event that $P_{i}$ does not exist. Then

$$
\operatorname{Pr}\left(A_{i}\right)<n^{4} 2^{-w+3} .
$$

Proof. Assume $i$ is even and there exists no path from $l_{0}$ to $r_{1}$. Then consider the boundary of the reachable region reach $\left(l_{0}\right)$. Since there exists a path from $l_{0}$ to $l_{1}$, the boundary of reach $\left(l_{0}\right)$ connects the top and bottom wall. Let $u$ and $v$ be the points where the boundary touches the upper and lower wall furthest to the right. By Lemma 5 , the points $u$ and $v$ on a connected part of the boundary of the reachable region have the same color, see Figure 6.


Figure 6: The boundary of reach $(f)$ within the tunnel is marked green and is monochromatic.

As $u$ and $v$ are $w$ levels apart, the set $S_{u, v}$ of lines separating $u$ from $v$ contains at least $w-2$ lines. All those lines intersect the boundary between $u$ and $v$ and thus all lines have the same color.

The probability that for two fixed points $x, y$ the set $S_{x, y}$ is monochromatic is upper bounded by $2 /\left(2^{w-2}\right)$.

The complexity of a wall is bounded by $O\left(n^{2}\right)$, thus there are at most $C n^{4}$ pairs of points on walls for some constant $C$. So the probability that a path within the wall is blocked is bounded by

$$
\operatorname{Pr}\left(A_{i}\right) \leq \sum_{(x, y)} \operatorname{Pr}\left(S_{x, y} \text { is mono }\right) \leq \frac{C n^{4}}{2^{w-3}}
$$

We choose $w=6\lceil\log n\rceil+3$. Using the union bound, we can bound the probability that at least one of the paths $P_{i}$ does not exist from above by

$$
\operatorname{Pr}\left(\bigvee A_{i}\right) \leq \sum \operatorname{Pr}\left(A_{i}\right) \leq \sum_{i=1}^{n / w} \frac{C n^{4}}{2^{6 \log n}}=o(1)
$$

It remains to give a lower bound on the length of $P$. For this, we extend $P_{i}$ by adding a shortest path from the start vertex (and the end vertex) to a left (and right) unbounded face within the tunnel $\mathcal{T}_{i}$. The length of the two extensions can be upper bounded by $2 w$ each: at most $w$ faces are needed to reach any unbounded face and another $w$ to ensure an unbounded face within tunnel $\mathcal{T}_{i}$. By Lemma 4, each path $P_{i}$ in one of the middle tunnels, i.e., with $l / 3 \leq i \leq 2 l / 3$, contains a linear number of faces:

$$
\left|P_{i}\right| \geq 2 i(w-1)-4 w \geq 2 \frac{n}{3 w} \frac{w}{2}-4 w \geq 1 / 3 n-4 w
$$

Moreover, the number of these paths is at least $l / 3=\Omega(n / \log n)$. Consequently, $P$ is of length $\Omega\left(n^{2} / \log n\right)$.

Remark: All results hold in the more general setting of pseudoline arrangements.
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#### Abstract

Given a sequence $\mathcal{R}$ of planar lines in general position, we can obtain a point set by picking exactly one point from each line in $\mathcal{R}$. We provide exponential upper and lower bounds on the number of combinatorially different convex hulls for point sets that are generated in this manner.


## 1 Introduction

Recently, geometric problems arising from data imprecision have been studied intensively (e.g., [5]). One popular model is as follows: given a sequence $\mathcal{R}=\left\langle R_{1}, \ldots, R_{n}\right\rangle$ of planar regions, we are promised that our eventual input $P$ contains exactly one point from each $R_{i}$. The question is whether the knowledge of $\mathcal{R}$ helps to speed up computations on $P$. There are many algorithmic results for this setting $[1,2,4,6]$. Here, we are interested in the combinatorial question arising from this model: how much does the knowledge of $\mathcal{R}$ restrict the combinatorial structure of $P$ ? We consider the case that (1) $\mathcal{R}$ consists of planar lines, and (2) we measure "variance" by the number of combinatorially different convex hulls. It is known that this setting can be exploited algorithmically [3], and we provide exponential upper and lower bounds on the number of possible convex hulls.

Problem Statement. Let $P=\left\langle p_{1}, \ldots, p_{n}\right\rangle$ be a sequence of $n$ points in the plane, and let $\operatorname{conv}(P)$ be the convex hull of $P$. Let $\left\langle p_{i_{1}}, p_{i_{2}}, \ldots, p_{i_{k}}\right\rangle$ be the vertices of $\operatorname{conv}(P)$ in clockwise order, such that $i_{1}=\min \left\{i_{1}, \ldots, i_{k}\right\}$. We define the hull signature of $P$ as $\sigma(P)=\left\langle i_{1}, \ldots, i_{k}\right\rangle$.

Consider a sequence $\mathcal{R}=\left\langle\ell_{1}, \ldots, \ell_{n}\right\rangle$ of $n$ planar lines in general position, i.e., every two lines in $\mathcal{R}$ intersect in exactly one point and no three lines in $\mathcal{R}$ have a common intersection. A sequence $P=$ $\left\langle p_{1}, \ldots, p_{n}\right\rangle$ of points in the plane is restricted to $\mathcal{R}$ if $p_{i} \in \ell_{i}$, for $i=1, \ldots, n$. Given $\mathcal{R}$, we would like to study the set $C(\mathcal{R})=\{\sigma(P) \mid P$ is restricted to $\mathcal{R}\}$ of all hull signatures that can be generated by point

[^45]

Figure 1: (left) A lower bound example with seven lines. The red lines illustrate the subdivision of the plane into $O\left(n^{2}\right)$ slabs. (right) Between the second and the third slab, $\ell_{2}$ and $\ell_{4}$ change position.
sequences restricted to $\mathcal{R}$. We also define $c(\mathcal{R})=$ $|C(\mathcal{R})|$ and $c(n)=\max _{\mathcal{R}} c(\mathcal{R})$, where $\mathcal{R}$ ranges over all sequences of $n$ planar lines in general position. We provide upper and lower bounds on $c(n)$.

## 2 Lower Bound

Theorem 1 For any $n \geq 3$, there exists a sequence $\mathcal{R}$ of $n$ lines in the plane with $c(\mathcal{R})=\Omega\left(n^{2} 3^{n}\right)$.

Proof. Let $\left\langle\ell_{2}, \ell_{3}, \ldots, \ell_{n-1}\right\rangle$ be a sequence of $n-2$ planar lines in general position, and let $Q=\left\{\ell_{i} \cap \ell_{j} \mid\right.$ $2 \leq i<j \leq n-1\}$ be their intersection points. Set $m=|Q|$. By general position, we have $m=\binom{n-2}{2}$. We endow the plane with a Cartesian coordinate system such that the points in $Q$ have pairwise distinct $x$-coordinates. We pick two additional lines $\ell_{1}$ and $\ell_{n}$ so that all points in $Q$ lie below $\ell_{1}$ and above $\ell_{n}$ along the $y$-axis, and we set $\mathcal{R}=\left\langle\ell_{1}, \ell_{2} \ldots, \ell_{n-1}, \ell_{n}\right\rangle$; see Fig. 1. We will show that $c(\mathcal{R})=\Omega\left(n^{2} 3^{n}\right)$.

For this, we subdivide the plane into vertical slabs as follows: let $a_{1}, \ldots, a_{m}$ be the sorted sequence of $x$ coordinates of the points in $Q$. For $j=1, \ldots, m-1$, we define the $j$ th vertical slab $V_{j}=\left\{(x, y) \in \mathbb{R}^{2} \mid\right.$ $\left.a_{j}<x<a_{j+1}\right\}$. By general position, every vertical slab intersects all lines in $\mathcal{R}$, and by definition, no slab contains an intersection point from $Q$. Furthermore,
in every vertical slab the line $\ell_{1}$ lies above all other lines and the line $\ell_{n}$ lies below all other lines.

Now, we consider for each slab $V_{j}$ the point sequences that are restricted to the line segments in $V_{j}$. More precisely, define $\mathcal{R}_{j}=\left\langle\ell_{1 j}, \ldots, \ell_{n j}\right\rangle$ as the sequence of line segments $\ell_{i j}=\ell_{i} \cap V_{j}$, for $i=1, \ldots n$. We have $C\left(\mathcal{R}_{k}\right) \subseteq C(\mathcal{R})$. Next, we will provide a lower bound on how many distinct hull signatures $C\left(\mathcal{R}_{j}\right)$ contributes to $C(\mathcal{R})$.

We begin with $C\left(\mathcal{R}_{1}\right)$. Fix two arbitrary points $p_{1} \in \ell_{11}$ and $p_{n} \in \ell_{n 1}$. The line segment $p_{1} p_{n}$ lies inside $V_{1}$ and intersects all line segments $\ell_{i 1}$, for $i=2, \ldots n-1$. By construction, $p_{1}$ and $p_{n}$ always appear on $\operatorname{conv}(P)$, no matter how we pick $p_{2}, \ldots, p_{n-1}$ restricted to $\ell_{21}, \ldots, \ell_{(n-1) 1}$. For every other point $p_{i}$, we have three choices: we can pick $p_{i} \in \ell_{i 1}$ such that (i) the index $i$ does not occur in the hull signature $\sigma(P)$ (i.e., $p_{i}$ is not on $\operatorname{conv}(P)$ ); (ii) the index $i$ occurs in $\sigma(P)$ before $n$; or (iii) the index $i$ occurs in $\sigma(P)$ after $n$. The choice is not completely free: to avoid degeneracies, $\operatorname{conv}(P)$ must have at least three vertices, so at least one other point needs to appear in $\sigma(P)$. Thus, the number of distinct hull signatures for point sequences restricted to $\mathcal{R}_{1}$ is at least $3^{n-2}-1$.

Now fix $j \in\{2, \ldots, m-1\}$ and consider $C\left(\mathcal{R}_{j}\right)$. We give a lower bound on $\left|C\left(\mathcal{R}_{j}\right) \backslash \bigcup_{k=1}^{j-1} C\left(\mathcal{R}_{k}\right)\right|$, the number of hull signatures generated by point sequences restricted to $\mathcal{R}_{j}$ that are not generated by a point sequence restricted to a previous slab. By construction, the left boundary of $\overline{V_{j}}$ contains exactly one point $q \in Q$. Let $q$ be the intersection of two lines $\ell_{a}, \ell_{b} \in \mathcal{R}$, such that $\ell_{a}$ is above $\ell_{b}$ to the left of $q$ and $\ell_{a}$ is below $\ell_{b}$ to the right of $q$. We pick two arbitrary points $p_{1} \in \ell_{1 j}$ and $p_{n} \in \ell_{n j}$. As before, $p_{1}$ and $p_{n}$ always appear on $\operatorname{conv}(P)$, the line segment $p_{1} p_{n}$ is contained in $V_{j}$, and all other line segments $\ell_{i j}$ intersect $p_{1} p_{n}$, for $i=2, \ldots, n-1$. Next, we take points $p_{a} \in \ell_{a j}$ and $p_{b} \in \ell_{b j}$ to the left of $p_{1} p_{n}$. As long as $p_{a}$ and $p_{b}$ lie on $\operatorname{conv}(P)$, the signature $\sigma(P)$ cannot appear in $\bigcup_{k=1}^{j-1} C\left(\mathcal{R}_{k}\right)$, since in all previous slabs we have that if $a$ and $b$ both occur after $n$ in $\sigma(P)$, then $b$ must come before $a$. In $C\left(\mathcal{R}_{k}\right)$, however, $a$ comes before $b$ in this case, since $\ell_{a}$ and $\ell_{b}$ have switched. For all other points $p_{i}$, there are again three choices: the index $i$ may appear before or after $n$ in $\sigma(P)$, or it may be absent from $\sigma(P)$. Thus, the slab $V_{j}$ contributes at least $3^{n-4}$ new signatures to $\bigcup_{k=1}^{j} C\left(\mathcal{R}_{k}\right)$. There are $\Omega\left(n^{2}\right)$ slabs, so $c(\mathcal{R})=\Omega\left(n^{2} 3^{n}\right)$.

## 3 Upper Bound

Let $\mathcal{R}=\left\langle\ell_{1}, \ldots, \ell_{n}\right\rangle$ be a sequence of $n$ planar lines in general position. We denote by $A(\mathcal{R})$ the arrangement of $\mathcal{R}$, i.e., the subdivision of the plane into cells, edges and vertices induced by the lines in $\mathcal{R}$ : a cell is a maximal connected component of $\mathbb{R}^{2} \backslash \bigcup_{\ell \in \mathcal{R}} \ell$; an edge


Figure 2: (top) A set $\mathcal{R}$ of lines, a point set $P$ restricted to $\mathcal{R}$, and $\operatorname{conv}(P)$. (bottom) The outer zone of $\operatorname{conv}(P)$. There are 11 outer regions, and the complexity of the outer zone is 39 .
is a maximal component of a line in $\mathcal{R}$ that does not belong to any other line in $\mathcal{R}$; and a vertex is the intersection of two lines in $\mathcal{R}$.

Let $P=\left\langle p_{1}, \ldots, p_{n}\right\rangle$ be a sequence of $n$ points restricted to $\mathcal{R}$. We may assume that no point in $P$ coincides with a vertex of $A(\mathcal{R})$ (otherwise we can perturb $P$ slightly). To distinguish them from edges of $A(\mathcal{R})$, we call the edges of $\operatorname{conv}(P)$ arcs. Let $\left\langle e_{1}, \ldots, e_{k}\right\rangle$ be the arcs of conv $(P)$, in clockwise order, where $e_{1}$ comes after the leftmost point of $\operatorname{conv}(P)$ in clockwise order. For an arc $e_{i}$ and a cell $F$ of $A(\mathcal{R})$, we say that $e_{i}$ properly crosses $F$ if the relative interior of $e_{i}$ has nonempty intersection with $F$ and that $e_{i}$ touches $F$ if $e_{i} \cap \bar{F}=v$, where $v=\overline{e_{i}} \cap \overline{e_{i+1}}$. The $\operatorname{arc} e_{i}$ crosses $F$ if $e_{i}$ properly crosses $F$ or touches $F$. Let $\mathcal{F}=\left\langle F_{1}, \ldots, F_{a}\right\rangle$ be the sequence of cells in $A(\mathcal{R})$ that are crossed by $\left\langle e_{1}, \ldots, e_{k}\right\rangle$, in clockwise order: first the cells crossed by $e_{1}$, then the cells crossed by $e_{2}$, etc. The same cell may occur several times in $\mathcal{F}$, but each occurrence is due to one crossing edge $e_{i}$.

Since the vertices of $\operatorname{conv}(P)$ lie on the edges of $A(\mathcal{R})$, each cell $F_{j} \in \mathcal{F}$ is divided into at most two parts by the corresponding crossing edge $e_{i}$. We define the outer region $Z_{j}$ as the component of $F_{j} \backslash e_{i}$ whose interior does not intersect $\operatorname{conv}(P)$. If $F_{j}$ is touched by $e_{i}$, we call $Z_{j}$ a touched outer region and $F_{j}$ a touched cell. In this case, we have $Z_{j}=F_{j}$. The sequence $\mathcal{Z}=\left\langle Z_{1}, \ldots, Z_{a}\right\rangle$ is called the outer zone of
$\operatorname{conv}(P)$ in $A(\mathcal{R})$. Each outer region $Z \in \mathcal{Z}$ is a (possibly unbounded) convex polygon. For a non-touched outer region $Z$, exactly one edge of $Z$ belongs to the boundary of $\operatorname{conv}(P)$. We call it the supporting arc of $Z$. All other edges of $Z$ are (possibly unbounded) parts of edges of $A(\mathcal{R})$. For a touched outer region $Z$, no edge is part of the boundary of $\operatorname{conv}(P)$. Instead, exactly one edge $e$ of $Z$ is intersected by $\operatorname{conv}(P)$. We split $e$ into two subedges, each being a maximal connected component of $e \backslash \operatorname{conv}(P)$. The edges of $Z$ consist of the two subedges of $e$ and the other edges of $A(\mathcal{R})$ incident to $Z$. We call $e \cap \operatorname{conv}(P)$ the supporting vertex of $Z$. A vertex of a (touched or nontouched) outer region $Z$ is a vertex of $A(\mathcal{R})$ incident to $Z$. In particular, the supporting vertex or the endpoints of the supporting arc are not vertices of $Z$.

The complexity of an outer region $Z$ is defined as the number of edges of $Z_{j}$ other than the supporting arc. The complexity of the outer zone $\mathcal{Z}$ is the sum of the complexities of the outer regions, see Fig. 2.

Lemma 2 The outer zone complexity is at most $8 n$.
Proof. Let $\ell_{i}$ be a line in $\mathcal{R}$. By construction, $\operatorname{conv}(P)$ intersects $\ell_{i}$, so $\ell_{i} \backslash \operatorname{conv}(P)$ consists of exactly two unbounded connected components, the two rays corresponding to $\ell_{i}$. We orient these rays towards infinity, and we denote by $R=\left\langle r_{1}, \ldots, r_{2 n}\right\rangle$ the sequence of all rays that correspond to lines in $\mathcal{R}$.

Consider an outer region $Z$. Every edge $e$ of $Z$ other than the supporting arc is part of a single ray from $R$, and we orient $e$ in the same direction as the underlying ray. Now every vertex of $Z$ has either (i) two outgoing incident edges (out-out vertex); (ii) two incoming incident edges (in-in vertex); or (iii) one incoming and one outgoing incident edge (in-out vertex).

Lemma 3 Let $Z$ be an outer region. Then $Z$ contains no out-out vertex and at most one in-in vertex. If $Z$ has an in-in vertex, then $Z$ is bounded.

Proof. Suppose that $Z$ contains an out-out vertex $v$, and let $r_{1}$ and $r_{2}$ be the two rays with $v=r_{1} \cap$ $r_{2}$. Since $Z$ lies in a cell of $A(\mathcal{R}), Z$ is completely contained in the wedge $W$ bounded by the subrays of $r_{1}$ and $r_{2}$ beginning in $v$. However, $\operatorname{conv}(P)$ is incident to the start vertices of $r_{1}$ and $r_{2}$, so $W$ does not contain conv $(P)$. It follows that $Z$ cannot be part of the outer zone, a contradiction; see Fig. 3(top).

Next, suppose that $Z$ contains two in-in vertices $v_{1}$ and $v_{2}$. Suppose further that $v_{1}$ comes before $v_{2}$ in clockwise order along $Z$ after the supporting arc. All edges between $v_{1}$ and $v_{2}$ (in clockwise order) are oriented, and both $v_{1}$ and $v_{2}$ are in-in, so there is at least one out-out vertex between $v_{1}$ and $v_{2}$; see Fig. 3 (middle). We have just seen that this is impossible.

Finally, suppose that $Z$ contains an in-in vertex $v$, and let $r_{1}$ and $r_{2}$ be the two rays with $v=r_{1} \cap r_{2}$.


Figure 3: (top) A wedge $W$ bounded by an out-outvertex $v$ does not contain $\operatorname{conv}(P)$. (middle) There cannot be two in-in vertices. (bottom) The outer region $Z$ that contains an in-in vertex $v$ is bounded.


Figure 4: (top) The ray $r$ is charged twice. (bottom) There cannot be two in-out vertices whose outgoing edges lie on the same side of a ray $r$.

Then $Z$ is completely contained in the region that is bounded by the subrays of $r_{1}$ and $r_{2}$ from their respective starting points to $v$, and the boundary of $\operatorname{conv}(P)$ between those starting points. It follows that $Z$ is bounded; see Fig. 3(bottom).

Lemma 4 There are at most $4 n$ in-out vertices.
Proof. Let $v$ be an in-out vertex and let $r$ be the ray that supports the incoming edge of $v$. We charge $v$
to $r$, and we claim that every ray is charged at most twice in this manner; see Fig. 4(top). Indeed, suppose there is a ray $r$ that supports incoming edges for three in-out vertices. Then $r$ contains two in-out vertices $v_{1}$ and $v_{2}$ such that the outgoing edges for $v_{1}$ and $v_{2}$ lie on the same side of $r$. Suppose that $v_{1}$ comes before $v_{2}$ along $r$, and let $r_{1}$ be the ray supporting the outgoing edge from $v_{1}$. Since the rays are directed towards infinity, $r$ and $r_{1}$ bound an infinite wedge $W$ with apex $v_{1}$. Furthermore, the interior of $W$ is disjoint from $\operatorname{conv}(P)$ and thus does not contain any outer region. This contradicts the assumption that the outgoing edge from $v_{2}$ extends into $W$; see Fig. 4 (bottom). Since there are $2 n$ rays, the bound on the number of in-out vertices follows.

Let $Z$ be an outer region and let $n_{Z}$ be the number of vertices on $Z$. If $Z$ is bounded, the complexity of $Z$ is $1+n_{Z}$. If $Z$ is unbounded, the complexity of $Z$ is $2+n_{Z}$. Hence, the total complexity of the outer zone $\mathcal{Z}=\left\langle Z_{1}, \ldots, Z_{a}\right\rangle$ is $a+n_{\mathrm{i}-\mathrm{o}}+n_{\mathrm{i}-\mathrm{i}}+n_{\mathrm{o}-\mathrm{o}}+a_{u}$, where $n_{\mathrm{i}-\mathrm{o}}$, $n_{\mathrm{i}-\mathrm{i}}$, and $n_{\mathrm{o}-\mathrm{o}}$ denotes the number of in-out, in-in, and out-out vertices, and $a_{u}$ is the number of unbounded outer regions. By Claim 3, $n_{\mathrm{i}-\mathrm{i}}+n_{\mathrm{o}-\mathrm{o}}+a_{u} \leq a$, and by Claim $4, n_{\text {i-o }} \leq 4 n$. Thus, the complexity of $\mathcal{Z}$ is at most $2 a+4 n \leq 8 n$, since $\operatorname{conv}(P)$ intersects every line of $\mathcal{R}$ as most twice, so $a \leq 2 n$.

Theorem 5 Let $\mathcal{R}=\left\langle\ell_{1}, \ldots, \ell_{n}\right\rangle$ be sequence of $n$ planar lines in general position. Then $c(\mathcal{R})=$ $O\left(n^{2} 137^{n}\right)$.

Proof. Let $P$ be a sequence of points restricted to $\mathcal{R}$ and let $\mathcal{Z}=\left\{Z_{1}, \ldots, Z_{a}\right\}$ be the outer zone of $\operatorname{conv}(P)$. To reconstruct the outer zone, it suffices to know (i) the edge $e$ of $Z_{1}$ that follows $Z_{1}$ 's supporting arc in clockwise order; and (ii) for $j=1, \ldots, a$, the complexity $z_{j}$ of $Z_{j}$. Indeed, using this information, we can reconstruct the outer zone and obtain a set $\mathcal{C}$ of candidate locations for the convex hull vertices as follows: $\mathcal{C}$ is initialized as the empty set. Starting from $e$, we walk for $z_{1}-1$ steps in clockwise direction along the boundary of the corresponding cell in $A(\mathcal{R})$ (when taking a step on an unbounded edge of the cell, we proceed to the other unbounded of of the cell). Then we add the current edge $e^{\prime}$ to $\mathcal{C}$, if $e^{\prime} \notin \mathcal{C}$, and cross to the neighboring cell of $A(\mathcal{R})$. Next, we continue for $z_{2}-1$ steps in clockwise direction along the boundary of the current cell. After that, we add the current edge into $\mathcal{C}$ if the edge is not contained in $\mathcal{C}$, and change cells in $A(\mathcal{R})$. We continue until we reach the vertex on $e$ again.

To reconstruct $\operatorname{conv}(P)$ from the candidate set, we need the information about the vertices of $\operatorname{conv}(P)$. Let $\mathcal{C}_{\ell}=\{e \in \mathcal{C} \mid e \subset \ell\}$, for $\ell=\mathcal{R}$. Since each line $\ell \in \mathcal{R}$ intersects the boundary of $\operatorname{conv}(P)$ at most twice, $\left|\mathcal{C}_{\ell}\right| \leq 2$. Let $e_{1}$ and $e_{2}$ be elements of $\mathcal{C}_{i}$. For $\ell \in \mathcal{R}$, an indicator $b_{\ell} \in\{1,2,3\}$ represents whether
(1) $\operatorname{conv}(P)$ has a vertex in $e_{1}$; (2) $\operatorname{conv}(P)$ has a vertex in $e_{2}$; or $(3) \operatorname{conv}(P)$ has no vertex in $\ell$.

Thus, for fixed $a$, the total number of combinatorially different convex hulls can be estimated as

$$
2 e_{\mathcal{R}} \cdot 3^{n} \cdot C_{\mathcal{Z}}
$$

where $e_{\mathcal{R}}$ denotes the number of edges of $A(\mathcal{R})$, the second term counts the number of indicator vectors $\left(b_{\ell}\right)$, and $C_{\mathcal{Z}}$ denotes the number of complexity vectors $\left\langle c_{1}, \ldots, c_{a}\right\rangle$. We have $e_{\mathcal{R}}=O\left(n^{2}\right)$. Furthermore, by Lemma 2 , the number of complexity vectors is bounded by the number of vectors $\left(z_{1}, \ldots, z_{a}\right)$ with $z_{i} \in\{2, \ldots, n\}$ and $\sum_{i=1}^{a} z_{i} \leq 8 n$, which is at most $\binom{8 n-a-1}{a-1}$. Thus, for fixed $a$, the number of combinatorially different convex hulls is at most

$$
O\left(n^{2} 3^{n}\binom{8 n-a}{a}\right)
$$

Since this expression grows exponentially with $a$ for $a \in\{1, \ldots, 2 n\}$, the total number of combinatorially different convex hulls is asymptotically dominated by the term for $a=2 n$, and it is at most

$$
\begin{gathered}
O\left(n^{2} 3^{n}\binom{6 n}{2 n}\right)=O\left(n^{2} 3^{n} 2^{\frac{6 n}{3} \log 3+\frac{2 \cdot 6 n}{3} \log \frac{3}{2}}\right) \\
=O\left(n^{2} 3^{n} 3^{2 n}(3 / 2)^{4 n}\right)=O\left(n^{2} 137^{n}\right)
\end{gathered}
$$
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#### Abstract

We show that for $m$ points and $n$ lines in $\mathbb{R}^{2}$, the number of distinct distances between the points and the lines is $\Omega\left(m^{1 / 5} n^{3 / 5}\right)$, as long as $m^{1 / 2}<n<m^{2}$. We also show that for any $m$ non-collinear points, the number of distances between these points and the lines spanned by them is $\Omega\left(m^{4 / 3}\right)$.


## 1 Introduction

Let $P$ be a set of $m$ distinct points and $L$ a set of $n$ distinct lines in the plane. We write $I(P, L)$ for the number of pairs $(p, \ell) \in P \times L$ such that $p$ lies on $\ell$. Denote by $I(m, n)$ the maximum value of $I(P, L)$ over all sets with $|P|=m,|L|=n$. A classical result of Szemerédi and Trotter [11] is the tight bound $I(m, n)=\Theta\left(m^{2 / 3} n^{2 / 3}+m+n\right)$. Two other central questions in combinatorial geometry were introduced by Erdős [4]: repeated distances and distinct distances. Given $m$ points, the number of pairs of points at some fixed distance is known to be $O\left(m^{4 / 3}\right)[9]$, but the best known lower bound is only $\Omega\left(m^{1+\frac{c}{\log \log m}}\right)$ [4]. The minimum number of distinct distances determined by $m$ points has recently been shown by Guth and Katz [5] to be $\Omega(m / \log m)$, which almost matches the upper bound $O(m / \sqrt{\log m})$.

In this paper we consider questions similar to those above, but for distances between points and lines.

In fact, the point-line incidence question can be viewed as a special instance of a repeated distance problem between points and lines. Specifically, the Szemerédi-Trotter result bounds the number of pointline pairs such that the point is at distance 0 from the line. It is an easy exercise to show that the same bound holds for any fixed distance, by replacing each line with the two lines at that distance from it.

Distinct point-line distances. Our first main result concerns distinct distances between $m$ points and $n$ lines in the plane. We write $D(m, n)$ for the minimum

[^46]number of point-line distances determined by a set of $m$ points and a set of $n$ lines in $\mathbb{R}^{2}$.

Theorem 1 For $m^{1 / 2}<n<m^{2}$ we have

$$
D(m, n)=\Omega\left(m^{1 / 5} n^{3 / 5}\right)
$$

In fact, our proof yields a stronger statement: For any set $P$ of $m$ points, and any set $L$ of $n$ lines in the plane, with $m$ and $n$ as above, there always exists a point $p \in P$ such that the number of distinct distances from $p$ to $L$ satisfies the bound in Theorem 1.

This bound is still far from the upper bound $D(m, n) \leq n / 2$, which follows from the following construction: Take horizontal lines $y=j$ for $j=$ $1, \ldots, n$, and place all the points on the median line $y=n / 2+1 / 2$. In contrast with the repeated distances question, the distinct distances variant seems harder for point-line distances than for point-point distances, and the lower bound that we are able to derive is inferior to that of [5]. Nevertheless, we hope that our work will trigger further research into this problem.

Spanned lines. Our second main result is a lower bound on the number of distinct point-line distances between points and their spanned lines (the lines passing through at least two of the points). We assume that the points are not collinear, for otherwise there is only one distance, namely 0 . This question has a different flavor, because the number of lines spanned by $m$ non-collinear points varies from $m$ to $\binom{m}{2}$. When the points span many lines, Theorem 1 gives a good bound, but when the points span few lines, we have to use a different approach. We write $H(m)$ for the minimum number of distances between $m$ non-collinear points in $\mathbb{R}^{2}$ and the lines spanned by these points.

## Theorem 2 We have

$$
H(m)=\Omega\left(m^{4 / 3}\right)
$$

The upper bound $H(m)=O\left(m^{2}\right)$, again far from our lower bound, follows from a simple construction: Place $m-1$ points on a line, and one off the line.

A different way to view this problem is as a question about distinct values of a function of triples of points, i.e., a function of triangles. Specifically, for an ordered triple $(a, b, c)$ of points in $\mathbb{R}^{2}$, the distance from $a$ to the line spanned by $b$ and $c$ is a height of the triangle $a b c$. See [3, Section 6.2] for a discussion of several related problems.

## 2 Distances between points and lines

In this section we prove Theorem 1. First, we introduce a simplified version of the argument in Section 2.1, and then we give the full proof in Section 2.2.

### 2.1 A first bound

Let $P$ be a set of $m$ points and $L$ a set of $n$ lines. Let $t$ be the total number of distinct distances between the $m$ points and the $n$ lines. Around each of the $m$ points, draw at most $t$ circles whose radii are the distances occurring from that point, and let $C$ be the set of these circles. We write $T(L, C)$ for the number of tangencies, i.e., pairs $(l, c) \in L \times C$ such that $\ell$ is tangent to the circle $c$. Note that $T(L, C)=m n$ since every point-line pair gives rise to one tangency.

We now dualize. Concretely, we rotate the plane so that none of the lines is vertical, and then we map a line $y=a x+b$ to the dual point $(a, b)$. Under this map, an algebraic curve is mapped to the set of points that are dual to the non-vertical tangent lines of the curve; these dual points form an algebraic curve, called the dual curve. We refer to the original $x y$-plane as the primal plane, and to the $a b$-plane as the dual plane.

Applying this to our setting, the set $L$ of $n$ lines in the primal plane is mapped to a set $L^{*}$ of $n$ points in the dual plane, and the set $C$ of (at most) $m t$ circles in the primal plane is mapped to a set $C^{*}$ of $m t$ algebraic curves in the dual plane.

We observe that these curves have three degrees of freedom, in the sense that any two curves intersect in a bounded number of points, and for any three points, the number of curves that contain all three points is bounded. The first part follows from the fact that, in the primal plane, any two circles have at most four common tangent lines. The second part corresponds to the fact that any three lines in the primal plane are simultaneously tangent to at most four circles.

Given this property, we can apply the Pach-Sharir incidence theorem [6] to get

$$
I\left(L^{*}, C^{*}\right)=O\left(n^{3 / 5}(m t)^{4 / 5}+n+m t\right)
$$

On the other hand, we have $I\left(L^{*}, C^{*}\right)=T(L, C)=$ $m n$. Comparing these bounds gives either $m n=$ $O\left(m^{4 / 5} n^{3 / 5} t^{4 / 5}\right)$, so $t=\Omega\left(m^{1 / 4} n^{1 / 2}\right)$; or $m n=O(n)$, so $m=O(1)$; or $m n=O(m t)$, so $t=\Omega(n)$. Thus

$$
D(m, n)=\Omega\left(m^{1 / 4} n^{1 / 2}\right)
$$

unless $m=O(1)$ or $m=\Omega\left(n^{2}\right)$.
In fact, we could obtain a better bound using the improved incidence bound due to Agarwal et al. [1], although it requires some work to argue that the dual curves satisfy the conditions in that paper. We omit this analysis here, since the refined argument in the next subsection gives an even better bound.

### 2.2 Proof of Theorem 1

We start, as in Section 2.1, by reducing the problem to counting line-circle tangencies, and then dualize. Instead of directly using an incidence bound for the dual curves, we derive a better bound by taking a closer look at the structure of the problem. Our approach is similar to that used by Székely [10] to prove the bound $\Omega\left(\mathrm{m}^{4 / 5}\right)$ on the number of distinct pointpoint distances.

Let $P$ be a set of $m$ distinct points and $L$ a set of $n$ distinct lines in the plane. Again, let $t$ be the number of distinct distances, draw at most $t$ circles around every point, and denote the resulting set of circles by $C$. As before we have $T(L, C)=m n$.

In the dual plane we have a set $L^{*}$ of $n$ points. The dual curve $c^{*}$ of a circle $c$ is the locus of all points $(a, b)$ dual to lines that are tangent to $c$. If $c$ is centered at a point $p=\left(p_{1}, p_{2}\right)$ and has radius $r$, then the equation in $a, b$ that defines $c^{*}$ is $\left|p_{2}-p_{1} a-b\right| / \sqrt{1+a^{2}}=r$, or

$$
\left(p_{2}-p_{1} a-b\right)^{2}-r^{2}\left(1+a^{2}\right)=0
$$

This is the equation of a hyperbola. We treat each branch of the hyperbola as a separate curve, and we let $C^{*}$ be the set of these $2 m t$ hyperbola branches.

To bound the number $I\left(L^{*}, C^{*}\right)$ of incidences between $L^{*}$ and $C^{*}$, we draw a topological (multi-)graph $G$ in the dual plane with vertex set $L^{*}$. We assume without loss of generality that each hyperbola branch in $C^{*}$ contains at least two points of $L^{*}$. Indeed, we can discard all curves of $C^{*}$ containing at most one point of $L^{*}$, thereby discarding at most $2 m t$ incidences.

For every curve in $C^{*}$, we connect each pair of consecutive points of $L^{*}$ on that curve by an edge drawn along the portion of the curve between the two points. Write $E$ for the set of edges obtained in this way. The number of edges on each curve of $C^{*}$ is exactly one less than the number of points on it, so overall the number of edges in $G$ satisfies

$$
|E| \geq I\left(L^{*}, C^{*}\right)-2 m t
$$

Note that an edge can have high multiplicity, when many curves of $C^{*}$ pass through its two endpoints, and the endpoints are consecutive on each of these curves. This situation corresponds to the case in the primal plane where we have many circles touching a pair of lines, and the corresponding tangencies are consecutive on each of the circles.

We define a parameter $s$, to be chosen later. Let $E_{1}$ denote the set of edges with multiplicity at most $s$ and let $E_{2}$ denote the set of edges with multiplicity larger than $s$. In order to bound $\left|E_{1}\right|$ we use the crossing lemma (see [10]), which states that a graph $G$ with $n$ vertices, $e$ edges, and maximum edge multiplicity $s$, has $\Omega\left(e^{3} / s n^{2}\right)$ edge crossings in any drawing, unless $e<4 n s$. We apply it to the graph with vertex set $L^{*}$
and edge set $E_{1}$. Since any two hyperbolas intersect in at most four points, the total number of crossings between curves in $C^{*}$ is at most $4 \cdot\binom{m t}{2}=O\left(m^{2} t^{2}\right)$. Combining the two bounds on the number of crossings, we get

$$
\frac{\left|E_{1}\right|^{3}}{s n^{2}}=O\left(m^{2} t^{2}\right)
$$

so, taking into account the case $\left|E_{1}\right|<4 n s$,

$$
\begin{equation*}
\left|E_{1}\right|=O\left(m^{2 / 3} n^{2 / 3} t^{2 / 3} s^{1 / 3}+n s\right) . \tag{1}
\end{equation*}
$$

Next, we consider the edges of $E_{2}$. If an edge with endpoints $\ell_{1}^{*}, \ell_{2}^{*}$ has multiplicity larger than $x$, then the lines $\ell_{1}$ and $\ell_{2}$ in the primal plane have $x$ common tangent circles. The centers of these circles lie on the two angular bisectors defined by $\ell_{1}, \ell_{2}$. By the pigeonhole principle, there must be $x / 2$ incidences between the $m$ points and one of the bisectors of $\ell_{1}, \ell_{2}$.

We charge each edge of $E_{2}$ to the incidence between the angular bisector and the center of the circle $c$ dual to the curve that the edge lies on. We claim that each such incidence can be charged at most $2 t$ times. Indeed, in the primal plane, consider such an incidence between a point $p$ and and an angular bisector $\ell$. There are at most $t$ distinct circles with the same center $p$, and each of these circles can have at most two pairs of tangent lines such that the angular bisector of those lines is $\ell$, and such that the tangencies are consecutive. (In this argument, we have accounted for the possibility that $\ell$ might be the angular bisector of many pairs of lines.)

It follows from the Szemerédi-Trotter theorem (see Section 1) that the number of lines containing at least $s / 2$ of the $m$ points is $O\left(m^{2} / s^{3}+m / s\right)$, as long as $s / 2>1$. Then applying the Szemerédi-Trotter theorem to these $m$ points and $O\left(m^{2} / s^{3}+m / s\right)$ lines gives that there are $O\left(m^{2} / s^{2}+m\right)$ incidences between these points and lines. Thus we have

$$
\begin{equation*}
\left|E_{2}\right|=O\left(\frac{m^{2} t}{s^{2}}+m t\right) \tag{2}
\end{equation*}
$$

If $m>n^{1 / 2}$, we can set $s=m^{4 / 7} t^{1 / 7} / n^{2 / 7}$, since then $s / 2>t^{1 / 7} / 2>1$ (recall the lower bound on $t$ from Section 2.1). Adding together (1) and (2) gives

$$
|E|=O\left(m^{6 / 7} n^{4 / 7} t^{5 / 7}+m^{4 / 7} n^{5 / 7} t^{1 / 7}+m t\right)
$$

Thus the same bound holds for $T(L, C)$. Combining this with $T(L, C)=m n$, we get $t=\Omega\left(m^{1 / 5} n^{3 / 5}\right)$ from the first term, $t=\Omega\left(m^{3} n^{2}\right)$ from the second term, and $t=\Omega(n)$ from the third term. Thus

$$
t=\Omega\left(m^{1 / 5} n^{3 / 5}\right)
$$

if $m<n^{2}$, and assuming that $m>n^{1 / 2}$. This completes the proof of Theorem 1.

Note that in the proof above we could let $t$ be the maximum number of distances from a point to a line. Then we could conclude that there is a single point such that the number of distances from this point satisfies the bound. On the other hand, the proof in Section 3 does not lead to such a conclusion.

## 3 Distances between points and spanned lines

We now consider the problem of bounding from below the number of distinct distances between a noncollinear point set $P$ and the lines spanned by $P$. Write $\ell_{b c}$ for the line spanned by points $b$ and $c$, write

$$
H(P)=\left|\left\{d\left(a, \ell_{b c}\right) \mid a, b, c \in P\right\}\right|
$$

for the number of distances between points of $P$ and lines spanned by $P$, and write $H(m)$ for the minimum value of $H(P)$ over all point sets $P$ of size $m$.

For point sets with not too many points on a line, a good bound follows from Theorem 1. However, we aim for a reasonably good bound that also holds when many points are collinear. We reduce it to showing that the rational function $f(x, y)=(x-y)^{2} /\left(1+y^{2}\right)$ "expands", in the sense that $f(x, y)$ takes $\Omega\left(m^{4 / 3}\right)$ distinct values for $x, y$ in any set of $m$ real numbers. If $f$ were a polynomial, this would follow directly from [7]. To extend the bound $\Omega\left(m^{4 / 3}\right)$ to the rational function $f$, we use the same approach as [7], which originated in [8].

Proof of Theorem 2: By a theorem of Beck [2, Theorem 3.1], there is a constant $c$ such that either the points of $P$ span at least $\mathrm{cm}^{2}$ distinct lines, or at least cm points of $P$ are collinear.

In the first case, Theorem 1 gives the lower bound

$$
H(P)=\Omega\left(m^{1 / 5}\left(c m^{2}\right)^{3 / 5}\right)=\Omega\left(m^{7 / 5}\right)
$$

Consider the second case, when $k=\mathrm{cm}$ of the points are collinear. Since not all the points are collinear, at least one other point $q \in P$ does not belong to this line. By translating, rotating, and scaling, we can assume that $q=(0,1)$ and that the other points are on the $x$-axis, and by removing at most half the points we can assume that they are all on the positive $x$-axis. We denote them by $p_{i}=\left(x_{i}, 0\right)$ for $i=1, \ldots, k$, with all $x_{i}$ positive, and we set $W=\left\{x_{1}, \ldots, x_{k}\right\}$.

The interesting distances are those from a point $p_{i}$ to the line $\ell_{p_{j} q}$ spanned by $p_{j}$ and $q$. We define

$$
f(x, y)=\frac{(x-y)^{2}}{1+y^{2}}
$$

so that $f\left(x_{i}, x_{j}\right)$ equals the square of the distance $d\left(p_{i}, \ell_{p_{j} q}\right)$. In order to obtain a lower bound for the number of point-line distances, it suffices to find a lower bound for the number of distinct values of $f$, i.e., the cardinality of $f(W)=\{f(x, y) \mid x, y \in W\}$.

Following the setup in [8], we define

$$
Q=\left\{\left(x, y, x^{\prime}, y^{\prime}\right) \in W^{4} \mid f(x, y)=f\left(x^{\prime}, y^{\prime}\right)\right\}
$$

Writing $f^{-1}(a)=\left\{(x, y) \in W^{2} \mid f(x, y)=a\right\}$ and using the Cauchy-Schwarz inequality, we obtain

$$
|Q|=\sum_{a \in f(W)}\left|f^{-1}(a)\right|^{2} \geq \frac{k^{4}}{|f(W)|}
$$

We wish to establish an upper bound on $|Q|$.
We define algebraic curves $C_{i j}$ in $\mathbb{R}^{2}$ by

$$
C_{i j}=\left\{\left(z, z^{\prime}\right) \in \mathbb{R}^{2} \mid f\left(z, x_{i}\right)=f\left(z^{\prime}, x_{j}\right)\right\} .
$$

Then $\left(x_{k}, x_{l}\right) \in C_{i j}$ if and only if $\left(x_{k}, x_{i}, x_{l}, x_{j}\right) \in Q$. Thus, denoting by $\Gamma$ the set of curves $C_{i j}$, and by $S$ the set of pairs $\left(x_{k}, x_{l}\right)$, we have $|Q|=|I(S, \Gamma)|$. It is not hard to show that the curves $C_{i j}$ with $i=j$ contribute at most $O\left(k^{2}\right)$ quadruples, which is a negligible number, so in the rest of the proof we assume that $i \neq j$.

The equation $f\left(z, x_{i}\right)=f\left(z^{\prime}, x_{j}\right)$ is equivalent to

$$
z^{\prime}-x_{j}= \pm A_{i j} \cdot\left(z-x_{i}\right)
$$

where we write $A_{i j}=\sqrt{\left(1+x_{j}^{2}\right) /\left(1+x_{i}^{2}\right)}$. Every curve $C_{i j}$ is thus the union of two lines in the $z z^{\prime}$ plane, given by

$$
\begin{aligned}
& L_{i j}^{+}: z^{\prime}=A_{i j} z+\left(x_{j}-A_{i j} x_{i}\right) \\
& L_{i j}^{-}: z^{\prime}=-A_{i j} z+\left(x_{j}+A_{i j} x_{i}\right)
\end{aligned}
$$

Therefore, we need only consider the two families $\Gamma^{+}=\left\{L_{i j}^{+} \mid i \neq j\right\}$ and $\Gamma^{-}=\left\{L_{i j}^{-} \mid i \neq j\right\}$. We want to bound $I\left(S, \Gamma^{+} \cup \Gamma^{-}\right)$, but we need to deal with the possibility that some of these lines coincide.

Since $I(S, \Gamma)=I\left(S, \Gamma^{+}\right)+I\left(S, \Gamma^{-}\right)$, it suffices to consider only coincidences of lines in $\Gamma^{+}$, and coincidences of lines in $\Gamma^{-}$. Without loss of generality, we focus on the former type.

Suppose that

$$
\begin{aligned}
& L_{i j}^{+}: z^{\prime}=A_{i j} z+\left(x_{j}-A_{i j} x_{i}\right) \\
& L_{k l}^{+}: z^{\prime}=A_{k l} z+\left(x_{l}-A_{k l} x_{k}\right)
\end{aligned}
$$

define the same line, for some $\left(x_{i}, x_{j}\right) \neq\left(x_{k}, x_{l}\right)$. Considering $\left(x_{i}, x_{j}\right)$ fixed, $\left(x_{k}, x_{l}\right)$ would have to satisfy

$$
\sqrt{\frac{1+x_{l}^{2}}{1+x_{k}^{2}}}=A_{i j} \quad \text { and } \quad x_{l}-x_{k} \sqrt{\frac{1+x_{l}^{2}}{1+x_{k}^{2}}}=B_{i j}
$$

where we write $B_{i j}=x_{j}-x_{i} A_{i j}$. The first equation can be rearranged to $x_{l}^{2}-A_{i j}^{2} x_{k}^{2}=A_{i j}^{2}-1$, which defines a nondegenerate hyperbola in the $x_{k} x_{l}$-plane (we have $A_{i j}^{2} \neq 1$ because $i \neq j$ ). The second equation can be rearranged to the equation

$$
2 B_{i j} x_{k}^{2} x_{l}=\left(B_{i j}^{2}-1\right) x_{k}^{2}+x_{l}^{2}-2 B_{i j} x_{l}+B_{i j}^{2}
$$

which defines a cubic curve. It is not hard to show that this hyperbola and cubic do not have a common factor, for instance by showing that both are irreducible. Bézout's theorem then implies that they have at most six common points. In other words, a line in $\Gamma^{+}$or $\Gamma^{-}$occurs with multiplicity at most six.

We thus have an incidence problem for points and lines, with $k^{2}$ points and $O\left(k^{2}\right)$ distinct lines, each with multiplicity at most six. The Szemerédi-Trotter theorem (see Section 1) gives

$$
\begin{aligned}
\left|I\left(S, \Gamma^{+} \cup \Gamma^{-}\right)\right| & =O\left(\left(k^{2}\right)^{2 / 3}\left(k^{2}\right)^{2 / 3}+k^{2}+k^{2}\right) \\
& =O\left(k^{8 / 3}\right)
\end{aligned}
$$

Taking into account the discarded quadruples, we have $|Q|=\left|I\left(S, \Gamma^{+} \cup \Gamma^{-}\right)\right|+O\left(k^{2}\right)=O\left(k^{8 / 3}\right)$, so

$$
|f(W)| \geq \frac{k^{4}}{|Q|}=\Omega\left(k^{4 / 3}\right)=\Omega\left(m^{4 / 3}\right)
$$

completing the proof of Theorem 2.
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#### Abstract

We study a geometric Ramsey type problem where the vertices of the complete graph $K_{n}$ are placed on a set $S$ of $n$ points in general position in the plane, and edges are drawn as straight-line segments. We define the empty convex polygon Ramsey number $R_{E C}(k, k)$ as the smallest number $n$ such that for every set $S$ of $n$ points and for every two-coloring of the edges of $K_{n}$ drawn on $S$, at least one color class contains an empty convex $k$-gon. A polygon is empty if it contains no points from $S$ in its interior. We prove $17 \leq R_{E C}(3,3) \leq 463$ and $57 \leq R_{E C}(4,4)$. Further, there are three-colorings of the edges of $K_{n}$ (drawn on a set $S$ ) without empty monochromatic triangles. A related Ramsey number for islands in point sets is also studied.


## 1 Introduction

Ramsey's theorem ensures that for every two-coloring of the edges of the complete graph $K_{n}$ on a large enough number $n$ of vertices, at least one of the two color classes contains a clique of a given size. The Ramsey number $R(s, t)$ is the smallest number $n$ such that every two-coloring of the edges of $K_{n}$ contains a clique on $s$ vertices from the first color class or a clique on $t$ vertices from the other color class. Geometric variants of Ramsey's theorem have been studied, see e.g. [9]. When the vertices of $K_{n}$ are drawn on a set of $n$ points in the plane, and edges as straightline segments, geometry comes into play by considering crossings of edges. Throughout, we only consider point sets $S$ in general position, meaning sets

[^47]without three collinear points. For example, in [11] it was shown that for every set $S$ of $n$ points and for every two-coloring of the edges of $K_{n}$ drawn on $S$, one color class has non-crossing cycles of lengths $3,4, \ldots,\lfloor\sqrt{n / 2}\rfloor$. In this work we consider another geometric constraint, namely emptyness. A simple polygon is empty if it has no points of $S$ in its interior. The number of empty convex polygons in $K_{n}$ drawn on sets $S$ of $n$ points have been estimated, see e.g. $[1,2,7,10]$. We define the empty convex polygon Ramsey number $R_{E C}(s, t)$ as the smallest number $n$ such that for every set $S$ of $n$ points and for every two-coloring of the edges of $K_{n}$ drawn on $S$, the first color class contains an empty convex $s$-gon or the second color class contains an empty convex $t$-gon. For the case of empty triangles, the bounds $17 \leq R_{E C}(3,3) \leq 463$ are shown. We also prove that there are three-colorings of the edges of $K_{n}$, drawn on some point set $S$, without empty monochromatic triangles; in other words $R_{E C}(3,3,3)=0$. For the case of empty convex quadrilaterals we can show the lower bound $R_{E C}(4,4) \geq 57$. We were not able to prove an upper bound. Finally we consider a Ramsey number for islands in point sets. An island of a point set $S$ is a subset $I$ of $S$ such that $\operatorname{Conv}(I) \cap S=I$. Islands in point sets were also studied in $[3,4,6]$. In our context, an island is a clique formed by a subset of vertices of $K_{n}$ drawn on $S$ which contains no further point of $S$ in its interior. We remark that the Ramsey number $R(s, t)$ equals the smallest number $n$ such that every two-coloring of the edges of $K_{n}$ drawn on a set of $n$ points in convex position contains an island on $s$ points in one color class or an island on $t$ points in the other color class. This is, because there, all islands are in convex position. In [13] it was shown that for every set $S$ of $n$ points, the edges of $K_{n}$, drawn on $S$, can be two-colored such that there is no monochromatic island on four points with triangular convex hull. We prove that there are point sets $S$ and a two-coloring of the edges of $K_{n}$, drawn on $S$, such that there is no monochromatic island on four points (regardless of the form of the convex hull). That is, the island Ramsey number for four points $R_{I}(4,4)$ is zero.

## 2 The empty triangle Ramsey number

Theorem 1 The empty triangle Ramsey number satisfies $17 \leq R_{E C}(3,3) \leq 463$.

Proof. For the upper bound, we use the fact that every sufficiently large point set in general position contains an empty convex hexagon [8, 14]. Koshelev obtained the current best bound, 463, on the number of points needed to guarantee such an empty convex hexagon [12]. Consider only the complete graph on six vertices $K_{6}$ formed by the vertices of this hexagon. Ramsey's theorem tells us that every two-coloring of $K_{6}$ contains a monochromatic triangle. Since the hexagon is empty, the monochromatic triangle is so as well. For the lower bound, a two-colored complete geometric graph on 16 vertices without an empty monochromatic triangle is shown in Figure 1.


Figure 1: A two-coloring of the edges of $K_{16}$ without an empty monochromatic triangle. Only the edges of one color class are drawn.

Theorem 2 The empty triangle Ramsey number for three-colored complete graphs $R_{E C}(3,3,3)$ is zero.

Proof. We have to present a three-coloring of the edges of the complete geometric graph $K_{n}$ drawn on a set $S$ of $n$ points. The point set $S$ is the socalled Horton set $H(n)$, see e.g. [1, 2, 5, 10], defined recursively as follows: $H(1)=\{(1,1)\}$ and $H(2)=\{(1,1),(2,2)\}$. When $H(n)$ is defined, set

$$
\begin{gathered}
H(2 n)=\{(2 x-1, y) \mid(x, y) \in H(n)\} \\
\cup\left\{\left(2 x, y+3^{n}\right) \mid(x, y) \in H(n)\right\} .
\end{gathered}
$$

In this construction $H(2 n)$ is obtained by taking $H(n)$ and a copy of $H(n)$ which is slightly shifted to the right and placed far above the other set $H(n)$. To define an edge-coloring of the complete graph drawn on $H(n)$ we use an auxiliary three-coloring of the vertices of $H(n)$ : vertex $(x, y)$ gets color $x \bmod 3$. This three-coloring for $H(8)$ is shown in Figure 2. In [5],
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Figure 2: A three-coloring of the vertices of the Horton set $H(8)$.

Theorem 3.3, it was proved that this coloring admits no empty triangles with its three vertices from the same color class. The three-coloring for the edges of $K_{n}$ is now defined as follows: an edge connecting points $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$ gets color $x_{1}+x_{2} \bmod 3$. Then, a triangle formed by points $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)$ and $\left(x_{3}, y_{3}\right)$ is monochromatic if and only if $x_{1}, x_{2}$ and $x_{3}$ belong to the same congruence class modulo three. Thus, the vertices of a monochromatic triangle have the same color and from [5] we know that these triangles are not empty.

## 3 The empty convex quadrilateral Ramsey number

Theorem 3 The empty convex quadrilateral Ramsey number satisfies $57 \leq R_{E C}(4,4)$.

Proof. Figure 3 shows a two-coloring of the edges of $K_{11}$ in convex position without an empty convex monochromatic quadrilateral. A drawing of $K_{56}$ (indicated in Figure 4) and a two-coloring of its edges without an empty convex monochromatic quadrilateral is obtained by placing five groups of 11 points (with two-coloring as in Figure 3) in such a way that the 55 points lie on five small semi-circles with centers the vertices of a regular pentagon. Then the last point is placed in the center of this pentagon and connected to the 55 points with the same color as the drawn


Figure 3: A two-coloring of the edges of $K_{11}$ without an empty convex monochromatic quadrilateral. Only the edges of one color class are drawn.


Figure 4: Schematic drawing of $K_{56}$ without an empty convex monochromatic quadrilateral. Only the edges of one color class are indicated.
edges in Figure 3.

## 4 The Ramsey number for islands

Theorem 4 The island Ramsey number $R_{I}(4,4)$ is zero.

Proof. We present a two-coloring of the edges of $K_{n}$ drawn on the Horton set $H(n)$ without an empty monochromatic $K_{4}$. As in the proof of Theorem 2, we start with the auxiliary three-coloring of the vertices of $H(n)$ where vertex $(x, y)$ gets color $x \bmod 3$. Now we define a two-coloring for the edges of $K_{n}$ as follows: an edge connecting points $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$ gets color 0 if $x_{1}-x_{2} \bmod 3=0$ and gets color 1 otherwise. In other words, an edge gets color 0 if and only if its two vertices have the same color in the auxiliary vertex coloring. Then, a complete subgraph $K_{4}$ is monochromatic if and only if its four vertices have the same color in the auxiliary vertex coloring. Thus, if a $K_{4}$ is monochromatic, then from [5] Theorem 3.3, we know that none of its triangles is empty, which implies that this $K_{4}$ is not an island.

## 5 Concluding Remarks

An obvious problem left open is to close the gap between lower and upper bound for $R_{E C}(3,3)$. Very interesting would be to prove an upper bound on the empty convex quadrilateral Ramsey number. Computer experiments suggest that it is finite and probably not too large.
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#### Abstract

Let $P \subset \mathbb{R}^{2}$ be a set of $n$ points, each with an associated radius $r_{p}>0$. The transmission graph $G$ for $P$ has vertex set $P$ and a directed edge from $p$ to $q$ if and only if $q$ lies in the ball with radius $r_{p}$ around $p$. Let $t>1$. A $t$-spanner $H$ for $G$ is a sparse subgraph such that for any two vertices $p$ and $q$ connected by a path of length $l$ in $G$, there is a path of length at most $t \cdot l$ from $p$ to $q$ in $H$. Given $G$ implicitly as points with radii, we show how to compute a $t$-spanner for $G$ in time $O(n(\log n+\log \Psi))$, where $\Psi$ is the ratio of the largest and smallest radius in $P$.


## 1 Introduction

A common model for wireless sensor networks is the unit-disk graph: each sensor is modeled by a unit disk, and there is an edge between two sensors iff their disks intersect. Intersection graphs of disks with arbitrary radii have been used to model different transmission radii. These graphs are undirected, while for some networks a directed model would be more appropriate. This motivated Peleg and Roditty [5] to define transmission graphs. The vertex set of a transmission graph $G$ is a point set $P \subset \mathbb{R}^{2}$, where each $p \in P$ has a radius $r_{p}>0$. There is a directed edge $\overrightarrow{p q}$ from $p$ to $q$ iff $q$ lies in the disk $D(p)$ of radius $r_{p}$ around $p$.

Although transmission graphs are represented succinctly, they may have $\Theta\left(n^{2}\right)$ edges. Thus we would like to approximate them by sparse spanners. For $t>1$, a subgraph $H \subseteq G$ is a $t$-spanner for $G$ if the distance between any two vertices $p$ and $q$ in $H$ is at most $t$ times the distance between $p$ and $q$ in $G$ (cf, e.g., [4]). Fürer and Kasivisawnathan showed how to compute spanners for unit and general disk graphs by adapting the Yao graph [3, 6]. Peleg and Roditty [5] gave a spanner-construction for transmission graphs in any metric of bounded doubling dimension. Except for the unit-disk case, the running times depend on the number of edges. We avoid this dependency and give an efficient algorithm to construct $t$-spanners for transmission graphs for the planar Euclidean case. Preliminaries and Results. Let $P \subset \mathbb{R}^{2}$ be a point set with radii, and let $G$ be its transmission graph. Let

[^48]$\Phi=\max _{p, q \in P}|p q| / \min _{p \neq q \in P}|p q|$ be the spread of $P$. In $\S 2$, we give a construction depending on $\Phi$ :

Theorem 1 Let $G$ be the transmission graph for an $n$-point set $P \subset \mathbb{R}^{2}$ with spread $\Phi$. For any $t>1$, we can find a $t$-spanner for $G$ in time $O(n(\log n+\log \Phi))$.

The radius ratio $\Psi=\max _{p, q \in P} r_{p} / r_{q}$ of $P$ is the ratio of the largest and the smallest radius in $P$. In $\S 3$ we extend our construction to depend on $\Psi$ instead of $\Phi$.

Theorem 2 Let $G$ be the transmission graph for an $n$-point set $P \subset \mathbb{R}^{2}$ with radius ratio $\Psi$. For $t>1$, we can find a $t$-spanner for $G$ in time $O(n(\log n+\log \Psi))$.

We may assume that $\Psi \leq \Phi$ : a radius less than the smallest distance $c$ in $P$ can be set to $c / 2$, and a radius larger than the diameter $d$ of $P$ can be set to $d$.

Our construction uses planar grids. For $i=$ $0,1, \ldots$, the grid at level $i, \mathcal{Q}_{i}$, consists of axis-parallel squares of diameter $2^{i}$ that partition the plane in gridlike fashion (the cells). $\mathcal{Q}_{i}$ is aligned so that the origin is a grid vertex. The distance between two cells is the smallest distance of any two points contained in them. We assume that our computational model can find the grid cell containing a given point in $O(1)$ time.

## 2 Efficient Spanner Construction

Let $P \subset \mathbb{R}^{2}$ be a point set with radii, and let $\Phi$ be the spread of $P$. Let $G$ be the transmission graph of $P$. Our spanner construction is a modification of the Yao graph [6] that takes the disks into account. Ideally, our spanner $H$ should look as follows: we pick a suitable $k \in \mathbb{N}$, and we let $\mathcal{C}$ be a set of $k$ cones with opening angle $2 \pi / k$ and the origin as apex that partition the plane. For $q \in P$ and $C \in \mathcal{C}$, let $C_{q}$ be the translated copy of $C$ with apex $q$. We pick the closest vertex $p \in P$ in $C_{q}$ with $q \in D(p)$, and we add the edge $\overrightarrow{p q}$ to $H$. This gives $O(k n)$ edges, and one can show that $H$ is a $t$-spanner for $t=1+\Theta(1 / k)$. This is folklore in the spanners community $[2,5]$.

Since we do not know how to find these edges quickly, we present an approximate construction with similar properties. We partition each cone $C_{q}$ into "intervals" obtained by intersecting $C_{q}$ with annuli centered at $q$ whose inner and outer radii grow exponentially; see Fig. 1. Then we cover each interval with $O(1)$ grid cells whose diameter is "small" compared to the distance between the interval and $q$.

This gives two properties that help us find an approximately shortest incoming edge for $q$ in $C_{q}$ : once we have an incoming edge, we need not consider larger intervals, and if there are multiple edges from the same cell, it suffices to pick one of them. Below, we define a


Figure 1: A cone $C_{q}$ covered by discretized intervals. We only need one of the edges, $\overrightarrow{p q}$ or $\overrightarrow{r q}$, for $H$.
decomposition of $P$ that represents the discretized intervals by a neighborhood relation between grid cells.

We first give the properties of this decomposition and use it to find the edges for $H$. Then we prove that $H$ is a $t$-spanner for an appropriate choice of parameters. Finally, we show how to use a quadtree to find this decomposition and how to implement the main steps in the desired running time.

Let $c>2$ be a large constant. For a grid cell $\sigma$, let $m_{\sigma}$ be the point in $P \cap \sigma$ with the largest radius.

Definition 1 Let $G$ be a transmission graph with vertex set $P \subset \mathbb{R}^{2}$. A $c$-separated annulus decomposition for $G$ consists of a finite set $\mathcal{Q} \subset \bigcup_{i=0}^{\infty} \mathcal{Q}_{i}$ of grid cells, a symmetric neighborhood relation $N \subseteq \mathcal{Q} \times \mathcal{Q}$, and assigned sets $R_{\sigma}$ for each $\sigma \in \mathcal{Q}$ so that (i) for all $\left(\sigma, \sigma^{\prime}\right) \in N$, $\operatorname{diam}(\sigma)=\operatorname{diam}\left(\sigma^{\prime}\right)$ and $d\left(\sigma, \sigma^{\prime}\right) \in$ $[(c-2) \operatorname{diam}(\sigma), 2 c \operatorname{diam}(\sigma))$; and (ii) for every edge $\overrightarrow{p q}$ of $G$, there is $\left(\sigma, \sigma^{\prime}\right) \in N$ with $p \in \sigma, q \in \sigma^{\prime}$, and with either $p \in R_{\sigma}$ or $q \in D\left(m_{\sigma}\right)$.

For $\sigma \in \mathcal{Q}$, we define $N(\sigma)=\left\{\sigma^{\prime} \mid\left(\sigma, \sigma^{\prime}\right) \in N\right\}$. Property (i) in Def. 1 implies $|N(\sigma)|=O(1)$.
Getting a Spanner. Let $t>1$ be the desired stretch factor. Depending on $t$, we choose constants $c$ (separation) and $k$ (number of cones) in a way to be described later. Let $\mathcal{Q}$ be a $c$-separated annulus decomposition for $G$. To get a $t$-spanner $H \subseteq G$, we go through all cones $C \in \mathcal{C}$ and pick all incoming edges for $C$ as in Alg. 1. Instead of searching incoming edges for each point $q \in P$ separately, we group points using the cells of $\mathcal{Q}$. This gives the speed-up required for the desired running time, as shown later. We consider the cells $\sigma \in \mathcal{Q}$ by increasing diameter, and we search incoming edges for points in $\sigma \cap P$ without incoming edges so far. These are the active points. Initially all points are active. Fix a pair $\left(\sigma, \sigma^{\prime}\right) \in N$ and let $Q$ and $R$ as in Alg. 1. We find for each point in $Q$ one incoming edge whose other endpoint is in $R$, if such an edge exists (edge selection). Having $Q$ sorted (line 5) allows us to find these edges efficiently (see Lemma 8).

```
Set all points in \(P\) to active
foreach \(\sigma \in \mathcal{Q}\) by increasing diameter do
    foreach \(\sigma^{\prime} \in N(\sigma)\) do
        \(Q \leftarrow\) all active \(q \in \sigma \cap P\) with \(C_{q} \cap \sigma^{\prime} \neq \emptyset\)
        Sort \(Q\) in \(x / y\)-direction // preproccess
        \(R \leftarrow R_{\sigma^{\prime}} \cup\left\{m_{\sigma^{\prime}}\right\}\)
        // edge selection
        For all \(q \in Q\) find \(r \in R\) with \(q \in D(r)\), if
        it exists, and add \(\overrightarrow{r q}\) to \(H\)
    Make all \(q \in Q\) with incoming edges inactive
Algorithm 1: Finding edges for \(P\) in a cone \(C \in \mathcal{C}\).
```

For each $C \in \mathcal{C}$ and $q \in P$, at most one cell $\sigma \in \mathcal{Q}$ with $q \in \sigma$ gives incoming edges for $q: q$ becomes inactive after processing $\sigma$. Since $|\mathcal{C}|=k$ and $|N(\sigma)|=O(1)$, $q$ has $O(k)$ incoming edges, and $H$ has $O(n)$ edges. Next, we show that $H$ is a $t$-spanner. For this, we need three technical lemmas: Lemma 3 deals with the imprecision due to the grid. Let $\overrightarrow{p q}$ be an edge of $G$ contained in the cone $C_{q}$. We prove that if we slightly increase the opening angle of $C_{q}$, Alg. 1 picks at least one edge $\overrightarrow{r q}$ contained in the larger cone. Lemmas 4 and 5 let us bound the distance between the endpoints $r$ and $p$. Lemma 5 is due to Bose et al [1]. For space reasons, we omit the proofs of Lemmas 3 and 4.

Lemma 3 Let $k \geq 8$ and $c>3+2 /(\sin \pi / k)$. Given $i \in \mathbb{N}_{0}$ and cells $\sigma, \sigma^{\prime} \in \mathcal{Q}_{i}$ with $d\left(\sigma, \sigma^{\prime}\right) \geq(c-2) 2^{i}$, let $C_{q}$ be a cone with opening angle $2 \pi / k$ and apex $q \in \sigma$ that intersects $\sigma^{\prime}$. Then the cone obtained from $C_{q}$ by doubling its opening angle contains $\sigma^{\prime}$.

Lemma 4 Let $C_{q}$ be a cone with apex $q$ and opening angle $4 \pi / k$. Suppose there are two points $p$ and $r$ in $C_{q}$ with $(c+1) 2^{i} \geq|r q| \geq|p q| \geq(c-2) 2^{i}$. Then $|p r| \leq((4 \pi / k)(c+1)+3) 2^{i}$.

Lemma 5 Let $k \geq 14$ and let

$$
t=(1+\sqrt{2-2 \cos (4 \pi / k)}) /(2 \cos (4 \pi / k)-1)
$$

For any distinct points $p, q, r \in \mathbb{R}^{2}$ with $|r q| \leq|p q|$ and $\alpha=\angle p q r \in[0,4 \pi / k]$, we have $|p r| \leq|p q|-|r q| / t$.

We are now ready to prove that $H$ is a $t$-spanner. This is done in a similar manner as for Yao graphs.

Lemma 6 For any $t>1$, there are constants $c$ and $k$ such that $H$ is a $t$-spanner for $G$.

Proof. We show by induction on the rank of the length of the edges in $G$ that for each edge $\overrightarrow{p q}$ in $G$ there is a $p-q$-path of length at most $t|p q|$ in $H$.

Consider the shortest edge $\overrightarrow{p q}$ of $G$. Let $C_{q}$ be the cone at $q$ that contains $p$. There is at least one pair in $N$ that fulfills Def. 1(ii) for $\overrightarrow{p q}$. Among those, we pick the pair $\left(\sigma, \sigma^{\prime}\right) \in N$ with minimum diameter. Suppose that $q \in \sigma, p \in \sigma^{\prime}$, and $\operatorname{diam}(\sigma)=\operatorname{diam}\left(\sigma^{\prime}\right)=2^{i}$.

Since $\overrightarrow{p q}$ is the shortest edge, $\sigma^{\prime}$ contains only $p$ (taking $c>3$ ) and $m_{\sigma^{\prime}}=p$, so $R=\{p\}$. Furthermore, since $p \in \sigma^{\prime}$, we have $C_{q} \cap \sigma^{\prime} \neq \emptyset$. Thus, if $q$ is active in $\sigma$, then $q \in Q$, and we pick the edge $\overrightarrow{p q}$ for $H$ (Alg. 1, line 8). Suppose not. Then we have picked an incoming edge $\overrightarrow{r q}$ for a smaller pair $\left(\bar{\sigma}, \bar{\sigma}^{\prime}\right) \in N$ with $\operatorname{diam}(\bar{\sigma}) \leq 2^{i-1}$. By Def. 1(i), $|r q| \leq(c+1) 2^{i}$. Also by Def. 1(i) we have $|p q| \geq(c-2) 2^{i}$ and since $|r q| \geq|p q|$, we have $(c+1) 2^{i} \geq|r q| \geq|p q| \geq(c-2) 2^{i}$. By Lemma 3, $\bar{\sigma}^{\prime}$ (and thus $r$ ) is contained in the cone $C_{q}^{2}$ obtained from $C_{q}$ by doubling its angle to $4 \pi / k$. Using Lemma 4 with $C_{q}^{2}$, we see that $|p r| \leq$ $((4 \pi / k)(c+1)+3) 2^{i}$. Since for $c, k \geq 14$ we have $(4 \pi / k)(c+1)+3<c-2$, this would mean that $|p r|<|p q| \leq r_{p}$. Thus, $\overrightarrow{p r}$ would be an edge of $G$ that is strictly shorter than $\overrightarrow{p q}$, despite our choice of $\overrightarrow{p q}$. Hence, when processing $\sigma$, we will discover $\overrightarrow{p q}$.

For the inductive step, consider an edge $\overrightarrow{p q}$ and the cone $C_{q}$ containing $p$. Again, let $\left(\sigma, \sigma^{\prime}\right) \in N$ be the smallest pair of cells with $q \in \sigma$ and $p \in \sigma^{\prime}$ that fulfill Def. 1(ii) and suppose $\operatorname{diam}(\sigma)=2^{i}$. We have $C_{q} \cap \sigma^{\prime} \neq \emptyset$, and we distinguish two cases.
Case 1: $q$ is active. Then $q \in Q$ and Def. 1(i) guarantees that Alg. 1 obtains an incoming edge $\overrightarrow{r q}$ for $q$ with $r \in \sigma^{\prime}$. If $r=p$, we are done, so suppose $r \neq p$. Since $|p r| \leq 2^{i}$, by induction there is a path from $p$ to $r$ in $H$ of length at most $t 2^{i}$. Using the triangle inequality, we estimate the distance $d(p, q)$ in $H$ by

$$
d(p, q) \leq t 2^{i}+|r q| \leq t 2^{i}+|p q|+2^{i}=|p q|+(1+t) 2^{i} .
$$

For $c$ large enough the bound $|p q|>(c-2) 2^{i}$ gives

$$
|p q|+(1+t) 2^{i} \leq(1+(1+t) /(c-2))|p q| \leq t|p q| .
$$

Case 2: $q$ is inactive. There is an edge $\overrightarrow{r q}$ that was selected due to a pair $\left(\bar{\sigma}, \bar{\sigma}^{\prime}\right) \in N$ with $q \in \bar{\sigma}, r \in$ $\bar{\sigma}^{\prime}$ and $\operatorname{diam}(\bar{\sigma}) \leq 2^{i-1}$. By Lemma 3, $p$ and $r$ are contained in the cone $C_{q}^{2}$ with opening angle $4 \pi / k$. We distinguish two subcases.

First, suppose that $|r q| \geq|p q|$. Then, since $(c+$ 1) $2^{i} \geq|r q| \geq|p q| \geq(c-2) 2^{i}$, Lemma 4 implies that $r \in D(p)$, so $\overrightarrow{p r}$ is an edge of $G$ of length at most $((4 \pi / k)(c+1)+3) 2^{i}$. Thus, we can bound $d(p, q)$ by

$$
\begin{gathered}
t|p r|+|r q| \leq t(4 \pi(c+1) / k+3) 2^{i}+(c+1) 2^{i} \\
=(t(4 \pi(c+1) / k+3)+c+1)|p q| /(c-2) \leq|p q| t
\end{gathered}
$$

for $c, k=\Theta(t /(t-1))$. Here we used the fact that $|r q| \leq(c+1) 2^{i}$ and that $2^{i} \leq|p q| /(c-2)$.

Second, suppose $|r q|<|p q|$. By Lemma 5, we get $|p r| \leq|p q|-|r q| / t$. Thus, $\overrightarrow{p r}$ is an edge of $G$, and
$d(p, q) \leq t|p r|+|r q| \leq t(|p q|-|r q| / t)+|r q|=t|p q|$,
where the first inequality is by induction.
Finding the Decomposition. We show how to find the decomposition for $G$ as in Def. 1. Let $c>3$ and
scale $P$ so that the closest pair in $P$ has distance $c$. A quadtree for $P$ is a rooted tree $T$ where each internal node has degree four. Each node $v$ of $T$ has an associated cell $\sigma_{v}$ from a grid $\mathcal{Q}_{i}, i \geq 0$, and we say that $v$ has level $i$. If $v$ is internal, the cells of its four children partition $\sigma_{v}$ into four congruent squares with half the diameter of $\sigma_{v}$. We compute a quadtree $T$ for $P$ and use it to find a $c$-separated annulus decomposition.

We construct $T$ level-wise. To begin, we take the smallest integer $L$ such that there is a cell $\sigma \in \mathcal{Q}_{L}$ that contains $P$. Since $c$ is constant and since $P$ has spread $\Phi$, the scaled point set has diameter $c \Phi$, and $L=O(\log \Phi)$ (possibly after shifting $P)$. We create the root $v$ and set $\sigma_{v}=\sigma$. This gives level $L$. To construct level $i-1$ from level $i$, we do the following for each level- $i$-node $v$ whose cell $\sigma_{v}$ is non-empty: we take the four cells of $\mathcal{Q}_{i-1}$ that partition $\sigma_{v}$ and create four children $w_{1}, \ldots, w_{4}$ of $v$. To each of $w_{1}, \ldots, w_{4}$ we assign one of the four cells. We stop at level 0 . The scaling of $P$ ensures that a cell of level 0 contains at most one point and has diameter 1.

We now set $\mathcal{Q}=\left\{\sigma_{v} \mid v \in T\right\}$. We let $\left(\sigma_{v}, \sigma_{w}\right) \in N$ if $v$ and $w$ have the same level and $d\left(\sigma_{v}, \sigma_{w}\right) \in[(c-$ 2) $\left.\operatorname{diam}\left(\sigma_{v}\right), 2 c \operatorname{diam}\left(\sigma_{v}\right)\right)$. As $R_{\sigma_{v}}$, we take all $p \in$ $\sigma_{v} \cap P$ with $r_{p} \in\left[(c-2) \operatorname{diam}\left(\sigma_{v}\right), 2(c+1) \operatorname{diam}\left(\sigma_{v}\right)\right]$.

Lemma 7 The set $\mathcal{Q}$ with $N$ and $R_{\sigma}$ as above is a $c$-separated annulus decomposition with $|\mathcal{Q}|=O(n)$.

Proof. Since $T$ has $O(n)$ nodes, we have $|\mathcal{Q}|=O(n)$. Property (i) of Def. 1 follows by construction. For Property (ii), let $\overrightarrow{p q}$ be an edge of $G$ and let $i \in \mathbb{N}_{0}$ such that $|p q| \in\left[c 2^{i}, c 2^{i+1}\right)$. Let $\sigma, \sigma^{\prime} \in \mathcal{Q}_{i}$ with $p \in \sigma$ and $q \in \sigma^{\prime}$. By construction, these cells are assigned to nodes of $T$ and thus $\sigma, \sigma^{\prime} \in \mathcal{Q}$. Since $\operatorname{diam}(\sigma)=$ $\operatorname{diam}\left(\sigma^{\prime}\right)=2^{i}$, we have $(c-2) 2^{i} \leq d\left(\sigma, \sigma^{\prime}\right) \leq|p q|<$ $c 2^{i+1}$, so $\left(\sigma, \sigma^{\prime}\right) \in N$. Since $\vec{p} \vec{q}$ is an edge of $G$, we have $r_{p} \geq|p q| \geq c 2^{i}$. If $r_{p} \leq(c+1) 2^{i+1}$, then $p \in$ $R_{\sigma}$. Otherwise, $r_{m_{\sigma}} \geq r_{p}>(c+1) 2^{i+1}$, and $D\left(m_{\sigma}\right)$ contains $\sigma^{\prime}$ and also $q$.

Running Time. Considering the cells of $\mathcal{Q}$ in increasing order in Alg. 1 constitutes a level-order traversal of $T$ starting from level 0 . Fix a cell $\sigma_{v}$ of a node $v$ of $T$. We can sort $\sigma_{v} \cap P$ in the preprocess step (line 5) by merging the sorted lists of $v$ 's children. This takes $O(n)$ time per level and $O(n \log \Phi)$ time in total. Now we bound the time for edge selection.

Lemma 8 Let $Q, R$ as in Alg.1, line 8 with $|Q|=n$ and $|R|=m$. For each $q \in Q$ we can find an $r \in R$ with $q \in D(r)$, if such $r$ exists, in time $O(m \log m+n)$.

Proof. $Q$ and $R$ are separated by one the supporting lines $\ell$ of the cell $\sigma$ that contains $Q$. Since $\sigma$ is axisaligned, $Q$ is sorted along $\ell$ in the preprocess step. Consider a coordinate system with $x$-axis $\ell$. The lower envelope $E$ of the disks of $R$ and $\ell$ has $O(m)$ arcs, can
be computed in $O(m \log m)$ time and is monotone in $\ell$ direction: since $\ell$ separates $R$ and $Q$, each arc and $\ell$ can be seen as a function of $x$, and $E$ is the pointwise minimum of these functions (cf. Fig. 2). Let $S$ be the points on $E$ where the arcs change. We merge $Q$ and $S$ in time $O(m+n)$, and we sweep over $Q \cup S$ in $x$-direction to compute the point-disk incidences for $Q$ and $R$. We initialize $D$ as the disk of the first arc and $q$ as the first point of $Q$. Whenever we reach a point $p \in S \cup Q$, we update $D$ or $q$, depending on whether $p \in S$ or $p \in Q$. In the former case, we set $D$ to the disk of the new arc. In the latter case, we first set $q=p$, and then we check if $q \in D$. If so, we assign $D$ to $q$. This sweep takes $O(m+n)$ time. Since the lower envelope is monotone, it is enough to check for each $q \in Q$ only the arc intersected by the line through $q$ orthogonal to $\ell$.


Figure 2: The lower envelope and $S$ (orange), the points $Q$ (red), and $R$ (blue).

The next lemma states the running time of Alg. 1. Due to space reasons, we omit the proof. The main idea is that the running time is dominated by the edge selection step. By the choice of $R_{\sigma}$, each point in $P$ participates in $O(1)$ edge selections as a disk center, at a cost of $O(\log n)$ per disk center (by Lemma 8), and in $O(\log \Phi)$ edge selections as a point in $Q$, at $O(1)$ cost per point (by Lemma 8). Thm. 1 follows by Lemmas 6 and 9 .

Lemma 9 The construction of the spanner $H$ of $G$ takes $O(n(\log \Phi+\log n))$ time.

## 3 From Bounded Spread to Bounded Radii

To get Theorem 2, we extend Alg. 1 from $\S 2$. We show that the spread is irrelevant: points that are close together form cliques in $G$ and can be handled through classic spanners; points that are far away from each other form pairwise independent components.

Given $t$, we pick the separation parameter $c$ large enough. We scale $P$ such that the smallest radius is c. Let $M=O(\Psi)$ be the largest radius. We partition $P$ into independent components. For this, we put around each $p \in P$ an axis-parallel square of side length $2 M$. The connected components of the intersection graph of the squares give the sets. We state this in the next lemma. whose proof we omit.

Lemma 10 In $O(n \log n)$ time, we can partition $P$ into sets $P_{1}, \ldots, P_{\ell}$ of diameter $O(n \Psi)$ so that for $i \neq$ $j$, no point in $P_{i}$ can reach a point in $P_{j}$ in $G$.

By Lemma 10, we may assume that $P$ has diameter $O(n \Psi)$. As in $\S 2$, we compute a quadtree $T$ for $P$ with $L$ levels and $L=O(\log (n \Psi))$. Unlike in $\S 2, T$ does not directly yield a $c$-separated annulus decomposition for $G$. Def. 1(ii) does not hold, since there may be edges in $G$ that do not go between neighboring cells. These are the short edges.

First, we handle very short edges: let $v$ be a level 0 node of $T$ with associated cell $\sigma_{v} \in \mathcal{Q}_{0}$. Let $Q \subseteq P$ be the points in cells of $\mathcal{Q}_{0}$ with distance at most $c / 2-3$ from $\sigma_{v}$. Since any two points in $Q$ have distance at most $c, Q$ is a clique in $G$. We compute a (classic) $t$-spanner for $Q$ in $O(|Q| \log |Q|)$ time [4]. Since any $p \in P$ is in $O\left(c^{2}\right)$ such spanners, we generate $O(n)$ edges in total and require $O(n \log n)$ running time.

Second, we handle not quite so short edges: for each $q \in P$, let $v$ be the level 0 node of $T$ whose cell $\sigma_{v}$ contains $q$. For any non-empty $\sigma^{\prime} \in \mathcal{Q}_{0}$ with $d\left(\sigma_{v}, \sigma^{\prime}\right) \in(c / 2-3, c-2)$, we take an arbitrary point $r \in \sigma^{\prime} \cap P$ and add the edge $\overrightarrow{r q}$ to our spanner. All these edges have length at most $c$ and thus are edges in $G$. This takes $O(n)$ time and creates $O(n)$ edges.

Finally, we handle the remaining edges: we mark all points in $P$ as active, and we run Alg. 1 from $\S 2$ for the cells of $T$. Call the resulting graph $H$.

As in Lemma 6, we can show inductively that each edge of $G$ is approximated in $H$. The differences are in the base case: if the shortest edge in $G$ is very short, the classic spanner does the job. If it is a not quite so short, a calculation as in Lemma 6 shows that we pick it. Otherwise, the base case is as in Lemma 6.

Lemma 11 For any $t>1$, there are constants $c, k$ such that the graph $H$ as above is a $t$-spanner for $G$.

Thm. 2 follows as in $\S 2$. The running time analysis goes as in Lemma 9, but the quadtree has $O(\log n+$ $\log \Psi)$ levels.
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#### Abstract

We look at generalized Delaunay graphs in the constrained setting by introducing line segments which the edges of the graph are not allowed to cross. Given an arbitrary convex shape $C$, an unconstrained Delaunay graph is constructed by adding an edge between two vertices $p$ and $q$ if and only if there exists a homothet of $C$ with $p$ and $q$ on its boundary that does not contain any other vertices. We show that, regardless of the convex shape used to construct the constrained Delaunay graph, there exists a constant $t$ such that it is a plane $t$-spanner.


## 1 Introduction

A geometric graph $G$ is a graph whose vertices are points in the plane and whose edges are line segments between pairs of points. Every edge is weighted by the Euclidean distance between its endpoints. The distance between two vertices $u$ and $v$ in $G$, denoted by $\delta_{G}(u, v)$ is defined as the sum of the weights of the edges along the shortest path between $u$ and $v$ in $G$. A subgraph $H$ of $G$ is a $t$-spanner of $G$ (for $t \geq 1$ ) if for each pair of vertices $u$ and $v, \delta_{H}(u, v) \leq t \cdot \delta_{G}(u, v)$. The smallest value $t$ for which $H$ is a $t$-spanner is the spanning ratio or stretch factor of $H$. The graph $G$ is referred to as the underlying graph of $H$. The spanning properties of various geometric graphs have been studied extensively in the literature (see [5] for a comprehensive overview of the topic).

Most of the research has focused on constructing spanners where the underlying graph is the complete Euclidean geometric graph. We study this problem in a more general setting with the introduction of line segment constraints. Specifically, let $P$ be a set of points in the plane and let $S$ be a set of line segments with endpoints in $P$, with no two line segments intersecting properly. The line segments of $S$ are called constraints. Two vertices $u$ and $v$ can see each other or are visible to each other if and only if either the line segment $u v$ does not properly intersect any constraint

[^49]or $u v$ is itself a constraint. If two vertices $u$ and $v$ can see each other, the line segment $u v$ is a visibility edge. The visibility graph of $P$ with respect to a set of constraints $S$, denoted $\operatorname{Vis}(P, S)$, has $P$ as vertex set and all visibility edges as edge set. In other words, it is the complete graph on $P$ minus all edges that properly intersect one or more constraints in $S$.

This setting has been studied extensively within the context of motion planning amid obstacles. Clarkson [6] was one of the first to study this problem and showed how to construct a linear-sized $(1+\epsilon)$ spanner of $\operatorname{Vis}(P, S)$. Subsequently, Das [7] showed how to construct a spanner of $\operatorname{Vis}(P, S)$ with constant spanning ratio and constant degree. Bose and Keil [3] showed that the Constrained Delaunay Triangulation is a $4 \pi \sqrt{3} / 9 \approx 2.419$-spanner of $\operatorname{Vis}(P, S)$. The constrained Delaunay graph where the empty convex shape is an equilateral triangle was shown to be a 2 -spanner of $\operatorname{Vis}(P, S)$ [2].

We show that the constrained generalized Delaunay graph $G$ is a spanner whose spanning ratio depends solely on the empty convex shape $C$ used to create it: We show that $G$ satisfies the $\alpha_{C}$-diamond property and the visible-pair $\kappa_{C}$-spanner property (defined in Section 4), which implies that it is a $t$-spanner for:
$t= \begin{cases}2 \kappa_{C} \cdot \max \left(\frac{3}{\sin \left(\alpha_{C} / 2\right)}, \kappa_{C}\right), & \text { for triangulations } \\ 2 \kappa_{C}^{2} \cdot \max \left(\frac{3}{\sin \left(\alpha_{C} / 2\right)}, \kappa_{C}\right), & \text { otherwise } .\end{cases}$

## 2 Preliminaries

Throughout this paper, we fix a convex shape $C$. We assume without loss of generality that the origin lies in the interior of $C$. A homothet of $C$ is obtained by scaling $C$ with respect to the origin, followed by a translation.

Given a set of vertices $P$ and a set of constraints $S$, we now define the constrained generalized Delaunay graph. Given any two visible vertices $p$ and $q$, let $C(p, q)$ be any homothet of $C$ with $p$ and $q$ on its boundary. The constrained generalized Delaunay graph contains an edge between $p$ and $q$ if and only if there exists a $C(p, q)$ such that $C(p, q)$ does not contain any vertices visible to both $p$ and $q$. Note that this implies that constraints are not necessarily edges of the constrained generalized Delaunay graph. Joe and Wang showed that the constrained generalized Delaunay graph is not necessarily the dual of the constrained Voronoi diagram [9].

### 2.1 Auxiliary Lemmas

Next, we present three auxiliary lemmas that are needed to prove our main results. First, we reformulate a lemma that appears in [10].

Lemma 1 Let $C$ be a convex closed curve in the plane. The intersection of two distinct homothets of $C$ is the union of two sets, each of which is either a segment, a single point, or empty.

We continue with a property of visibility graph from [2]. To avoid confusion, we define that we call a region empty if it does not contain any vertex of $P$.

Lemma 2 Let $u$, $v$, and $w$ be three arbitrary points in the plane such that $u w$ and $v w$ are visibility edges and $w$ is not the endpoint of a constraint intersecting the interior of triangle uvw. Then there exists a convex chain of visibility edges from $u$ to $v$ in triangle $u v w$, such that the polygon defined by $u w, w v$ and the convex chain is empty and does not contain any constraints.

Given two vertices $p$ and $q$ that can see each other and a convex polygon $C(p, q)$ with $p$ and $q$ on its boundary, we look at the constraints that have $p$ as an endpoint and the edge(s) of $C(p, q)$ on which $p$ lies and extend them to half-lines that have $p$ as an endpoint (see Figure 1). Given the cyclic order of these half-lines around $p$ and the line segment $p q$, we define the clockwise neighbor of $p q$ to be the half-line that minimizes the strictly positive clockwise angle with $p q$. Analogously, we define the counterclockwise neighbor of $p q$ to be the half-line that minimizes the strictly positive counterclockwise angle with $p q$. We define the cone $C_{q}^{p}$ that contains $q$ to be the region between the clockwise and counterclockwise neighbor of $p$. Finally, let $C(p, q)_{q}^{p}$, the region of $C(p, q)$ that contains $q$ with respect to $p$, be the intersection of $C(p, q)$ and $C_{q}^{p}$.


Figure 1: Defining the region of $C(p, q)$ that contains $q$ with respect to $p$.

Lemma 3 Let $p$ and $q$ be two vertices that can see each other and let $C(p, q)$ be any convex polygon with $p$ and $q$ on its boundary. If $C(p, q)$ contains a vertex $x$ in $C(p, q)_{q}^{p}$ that is visible to $p$, then $C(p, q)$ contains a vertex $y$ that is visible to both $p$ and $q$ and triangle pyq is empty.

Proof. We have two visibility edges, namely $p q$ and $p x$. Since $x$ lies in $C(p, q)_{q}^{p}, p$ is not the endpoint of a constraint such that $q$ and $x$ lie on opposite sides of the line through this constraint. Hence, we can apply Lemma 2 and we obtain a convex chain of visibility edges from $x$ to $q$ and the polygon defined by $p q, p x$ and the convex chain is empty and does not contain any constraints. Furthermore, since the convex chain is contained in $p x q$, which is contained in $C(p, q)$, every vertex along the convex chain is contained in $C(p, q)$.

Let $y$ be the neighbor of $q$ along this convex chain. Hence, $y$ is visible to $q$ and contained in $C(p, q)$. Also, $p$ can see $y$, since the line segment $p y$ is contained in the polygon defined by $p q, p x$ and the convex chain, which is empty and does not contain any constraints. This implies that triangle $p y q$ is empty.

## 3 Planarity

Before we show that the constrained generalized Delaunay graph is a spanner, we show that it is plane.

Lemma 4 Let pq be an edge of the constrained generalized Delaunay graph. The line segment pq does not contain any vertices other than $p$ and $q$.

Lemma 5 The constrained generalized Delaunay graph is plane.

Proof. We prove this by contradiction, so assume that there exist two edges $p q$ and $r s$ that intersect properly, i.e. not at their endpoints. It follows from Lemma 4 that neither $p$ nor $q$ lies on $r s$ and that neither $r$ nor $s$ lies on $p q$. Since $p q$ is contained in $C(p, q)$ and $r s$ is contained in $C(r, s), C(p, q)$ and $C(r, s)$ intersect.

We first show that this implies that $p \in C(r, s)$, $q \in C(r, s), r \in C(p, q)$, or $s \in C(p, q)$. If either $p \in C(r, s)$ or $q \in C(r, s)$, we are done, so assume that neither $p$ nor $q$ lies in $C(r, s)$. Lemma 1 states that $C(p, q)$ and $C(r, s)$ intersect each other at most twice. These intersections split the boundary of $C(p, q)$ into two parts: one that is contained in $C(r, s)$ and one that is not. Since $p \notin C(r, s)$ and $q \notin C(r, s), p$ and $q$ lie on the arc of $C(p, q)$ that is not contained in $C(r, s)$ (see Figure 2). However, $p q$ intersects $C(r, s)$, since otherwise $p q$ cannot intersect $r s$. Let $x$ and $y$ be the two intersections of $p q$ with the boundary of $C(r, s)$ (if the boundary of $C(r, s)$ is parallel to $p q$, $x$ and $y$ are the two endpoints of the interval of this intersection). We note that $x$ and $y$ split $C(r, s)$ into two parts, one of which is contained in $C(p, q)$, and
that $r$ and $s$ cannot lie on the same part. In particular, one of $r$ and $s$ lies on the part that is contained in $C(p, q)$, proving that $r \in C(p, q)$, or $s \in C(p, q)$.


Figure 2: $C(p, q)$ and $C(r, s)$ intersect and $p$ and $q$ intersect $C(r, s)$ at $x$ and $y$.

In the remainder of the proof, we assume without loss of generality that $r \in C(p, q)$ (see Figure 2). Let $z$ be the intersection of $p q$ and $r s$. Hence, $z$ can see both $p$ and $r$. Also, $z$ is not the endpoint of a constraint intersecting the interior of triangle $p z r$. Therefore, it follows from Lemma 2 that there exists a convex chain of visibility edges from $p$ to $r$. Let $v$ be the neighbor of $p$ along this convex chain. Since $v$ is part of the convex chain, which is contained in $p z r$, which in turn is contained in $C(p, q)$, it follows that $v$ is a vertex visible to $p$ contained in $C(p, q)$. Furthermore, since the polygon defined by $p z, z r$ and the convex chain does not contain any constraints, $v$ lies in $C(p, q)_{q}^{p}$. Thus, it follows from Lemma 3 that there exists a vertex in $C(p, q)$ that is visible to both $p$ and $q$, contradicting that $p q$ is an edge of the constrained generalized Delaunay graph.

## 4 Spanning Ratio

Let $x$ and $y$ be two distinct points on the boundary $\partial C$ of $C$. These two points split $\partial C$ into two parts. For each of these parts, there exists an isosceles triangle with base $x y$ such that the third vertex lies on that part of $\partial C$. We denote the base angles of these two triangles by $\alpha_{x, y}$ and $\alpha_{x, y}^{\prime}$. We define $\alpha_{C}$ as follows: $\alpha_{C}=\min \left\{\max \left(\alpha_{x, y}, \alpha_{x, y}^{\prime}\right): x, y \in \partial C, x \neq y\right\}$.

Given a graph $G$ and an angle $0<\alpha<\pi / 2$, we say that an edge $p q$ of $G$ satisfies the $\alpha$-diamond property, when at least one of the two isosceles triangles with base $p q$ and base angle $\alpha$ does not contain any vertex visible to both $p$ and $q$. A graph $G$ satisfies the $\alpha$ diamond property when all of its edges satisfy this property [8]. Using a proof analogous to the proof of Lemma 3 in [1], we can show the following:

Lemma 6 Let $C$ be any convex polygon. The constrained generalized Delaunay graph satisfies the $\alpha_{C^{-}}$ diamond property.

Next, let $O$ be a point in the interior of $C$ and let $x$ and $y$ be two distinct points on $\partial C$, such that $x, y$, and $O$ are collinear. Again, $x$ and $y$ split $\partial C$ into two parts. Let $\ell_{x, y}$ and $\ell_{x, y}^{\prime}$ denote the length of these two parts. We define $\kappa_{C, O}$ as follows: $\kappa_{C, O}=\max \left\{\max \left(\ell_{x, y}, \ell_{x, y}^{\prime}\right) /|x y|: x, y \in \partial C, x \neq\right.$ $y$, and $x, y$, and $O$ are collinear\}.

We note that the constrained generalized Delaunay graph does not depend on the location of $O$ inside $C$. Therefore, we define $\kappa_{C}$ as follows: $\kappa_{C}=\min \left\{\kappa_{C, O}\right.$ : $O$ is in the interior of $C\}$.

Given a constrained generalized Delaunay graph $G$, let $p$ and $q$ be two vertices on the boundary of a face $f$ of the constrained generalized Delaunay graph, such that $p$ can see $q$ and the line segment $p q$ does not intersect the exterior of $f$. If for every such pair $p$ and $q$ on every face $f$, there exists a path in $G$ of length at most $\kappa \cdot|p q|$, then $G$ satisfies the visible-pair $\kappa$-spanner property. Given a path between two vertices $p$ and $q$, we call the path one-sided, if all vertices lie above $p q$ or all vertices lie below $p q$.

Let a set of $k+1$ points $v_{1}, \ldots, v_{k+1}$ be given, such that all points lie on one side of the line through $v_{1}$ and $v_{k+1}$. For ease of exposition, assume the line through $v_{1}$ and $v_{k+1}$ is the $x$-axis and all points lie on or above this line. We consider only point sets for which there exists $C_{1}, \ldots, C_{k}$, a set of homothets of $C$, such that the center of each homothet lies on the $x$-axis, $C_{i}$ has $v_{i}$ and $v_{i+1}$ on its boundary, and no $C_{i}$ contains any vertices other than $v_{i}$ and $v_{i+1}$. Let $\partial C$ be the boundary of $C$ above the $x$-axis and let $\partial\left(v_{i}, v_{i+1}\right)$ be the part of the boundary of $C_{i}$ between $v_{i}$ and $v_{i+1}$ that lies above the $x$-axis.

Lemma 7 Let $C\left(v_{1}, v_{k+1}\right)$ be the homothet with $v_{1}$ and $v_{k+1}$ on its boundary and its center on the $x$-axis. It holds that $\sum_{i=1}^{k}\left|\partial\left(v_{i}, v_{i+1}\right)\right| \leq\left|\partial C\left(v_{1}, v_{k+1}\right)\right|$.

Lemma 8 The constrained generalized Delaunay graph satisfies the visible-pair $\kappa_{C}$-spanner property.

Proof. Let $p$ and $q$ be two vertices on the boundary of a face $f$, such that $p$ can see $q$ and the line segment $p q$ does not intersect the exterior of $f$. Assume without loss of generality that $p q$ lies on the $x$-axis. Let $C(p, q)$ be the homothet of $C$ with $p$ and $q$ on its boundary and its center on $p q$. We aim to show that there exists a path between $p$ and $q$ of length at most $\kappa_{C}$. $|p q|$. Since $\kappa_{C}$ is at least $|\partial C(p, q)| /|p q|$, showing that there exists a path between $p$ and $q$ of length at most $|\partial C(p, q)|$ completes the proof. If $p q$ is an edge of the constrained generalized Delaunay graph, this follows from the triangle inequality.

We grow a homothet $C^{\prime}$ with its center on $p q$ by moving its center from $p$ to $q$, while maintaining that $p$ lies on the boundary of $C^{\prime}$. Let $v_{1}$ be the first vertex hit by $C^{\prime}$ that is visible to $p$ and lies in $C(p, q)_{q}^{p}$. We assume without loss of generality that $v_{1}$ lies above $p q$.

Since $v_{1}$ is the first vertex satisfying these conditions, $p v_{1}$ is either an edge or a constraint: Since $v_{1}$ is the first visible vertex we hit in $C(p, q)_{q}^{p}$, we have that $C(p, q)_{q}^{p} \cap C^{\prime}$ contains no vertices visible to $p$. Hence, there is no vertex visible to both $p$ and $v_{1}$. Therefore, Lemma 3 implies that $C(p, q)_{q}^{p} \cap C^{\prime}$ does not contain any vertices visible to $v_{1}$. Finally, if $p v_{1}$ is not a constraint, $C(p, q)_{q}^{p} \cap C^{\prime}$ contains the region that is visible to both $p$ and $v_{1}$. Hence, if $p v_{1}$ is not a constraint, the region that is visible to both $p$ and $v_{1}$ does not contain any vertices and $p v_{1}$ is an edge.

We continue constructing a sequence of vertices $p, v_{1}, v_{2}, \ldots, v_{k}, q$ until we hit $q$ by moving the center of $C^{\prime}$ along $p q$ towards $q$ and each time we hit a vertex $v_{i}$, we require that it lies on the boundary of $C^{\prime}$ until we hit the next vertex $v_{i+1}$ that is visible to $v_{i}$ and $v_{i}$ is not the endpoint of a constraint that intersects the interior of triangle $v_{i-1} v_{i} v_{i+1}$. Since $v_{i+1}$ is the first vertex satisfying these conditions starting from $v_{i}, v_{i} v_{i+1}$ is either an edge or a constraint. This in turn implies that these vertices all lie above $p q$, since $p q$ is visible and does not intersect the exterior of $f$.

Unfortunately, we cannot assume that there exists an edge between every pair of consecutive vertices: If $v_{i} v_{i+1}$ is a constraint, there can be vertices visible to both $v_{i}$ and $v_{i+1}$ above the constraint. For the pairs of vertices $v_{i}, v_{i+1}$ that do not form an edge, we refine the construction of the sequence between them: We start with $C^{\prime}$ such that it does not cross $v_{i} v_{i+1}$ and $v_{i}$ lies on its boundary. We construct a sequence of vertices from $v_{i}$ to $v_{i+1}$ by moving the center of $C^{\prime}$ along $p q$ towards $q$. For the first vertex we hit, we require that it is visible to $v_{i}$ and lies in $C_{v_{i+1}}^{\prime v_{i}}$.

We continue moving the center of $C^{\prime}$ along $p q$ towards $q$, but we now maintain that $v_{i}^{\prime}$ lies on the boundary of $C^{\prime}$. Each time we hit a vertex $v_{j}$, we require that it lies on the boundary of $C^{\prime}$ until we hit the next vertex $v_{j+1}^{\prime}$ that is visible to $v_{j}$ and $v_{j}$ is not the endpoint of a constraint that intersects the interior of $v_{j-1} v_{j} v_{j+1}$. In other words, we construct a more fine-grained sequence when consecutive vertices define a constraint and there is no edge between them. Note that we may need to repeat this process a number of times, since there need not be edges between the vertices of the finer grained sequence either.

This way, we obtain a path $p, v_{1}^{\prime}, v_{2}^{\prime}, \ldots, v_{l}^{\prime}, q$ from $p$ to $q$ that lies above $p q$. Since $C$ is convex, we can upper bound the length of each edge $v_{i} v_{i+1}$ by the part of the boundary the homothet with $v_{i}$ and $v_{i+1}$ on its boundary and its center on $p q$, that does not intersect $p q$. Hence, the total length of the path is upper bounded by the length of the union of these partial boundaries. By construction, none of the homothets corresponding to consecutive vertices along the path contain any of the other vertices along the path. Hence, we can apply Lemma 7 and it follows that the total length of the path is at most $|\partial C(p, q)|$.

Das and Joseph [8] showed that any plane graph that satisfies the diamond property and the good polygon property (similar to the visible-pair $\kappa$-spanner property) is a spanner. Subsequently, Bose et al. [4] improved slightly on the spanning ratio. They showed that a geometric (constrained) graph $G$ is a spanner of the visibility graph when it: (1) is plane, (2) satisfies the $\alpha$-diamond property, (3) the spanning ratio of any one-sided path in $G$ is at most $\kappa$, and (4) satisfies the visible-pair $\kappa^{\prime}$-spanner property. In particular, $G$ is a $t$-spanner for $t=2 \kappa \kappa^{\prime} \cdot \max (3 / \sin (\alpha / 2), \kappa)$.

It follows from Lemmas 5,6 , and 8 that the constrained generalized Delaunay graph satisfies these four properties. Thus, we obtain the following theorem:

Theorem 9 The constrained generalized Delaunay graph $G$ is a $t$-spanner for
$t= \begin{cases}2 \kappa_{C} \cdot \max \left(\frac{3}{\sin \left(\alpha_{C} / 2\right)}, \kappa_{C}\right), & \text { for triangulations } \\ 2 \kappa_{C}^{2} \cdot \max \left(\frac{3}{\sin \left(\alpha_{C} / 2\right)}, \kappa_{C}\right), & \text { otherwise. }\end{cases}$
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#### Abstract

Given a set $P$ of terminals in the plane and a partition of $P$ into $k$ subsets $P_{1}, \ldots, P_{k}$, a two-level rectilinear Steiner tree consists of a rectilinear Steiner tree $T_{i}$ connecting the terminals in each set $P_{i}(i=1, \ldots, k)$ and a top-level tree $T_{\text {top }}$ connecting the trees $T_{1}, \ldots, T_{k}$. The goal is to minimize the total length of all trees. This problem arises naturally in the design of lowpower physical implementations of parity functions on a computer chip.

For bounded $k$ we present a polynomial time approximation scheme (PTAS) that is based on Arora's PTAS for rectilinear Steiner trees after lifting each partition into an extra dimension.

For the general case we propose an algorithm that predetermines a connection point for each $T_{i}$ and $T_{\text {top }}$ $(i=1, \ldots, k)$. Then, we apply any approximation algorithm for minimum rectilinear Steiner trees in the plane to compute each $T_{i}$ and $T_{\text {top }}$ independently.

This gives us a 2.37 -factor approximation with a running time of $\mathcal{O}(|P| \log |P|)$ suitable for fast practical computations. The approximation factor reduces to 1.63 by applying Arora's approximation scheme in the plane.


## 1 Introduction

We consider the two-level rectilinear Steiner tree problem (R2STP) that arises from an application in VLSI design. Consider the computation of a parity function of $k$ input bits using 2 -input XOR-gates. Due to the symmetry, associativity, and commutativity of the XOR function, this can be realized by an arbitrary binary tree with $k$ leaves, rooted at the output simply by inserting an XOR-gate at every internal vertex [11, 12]. Throughout this paper we consider the parity function as a placeholder for any fan-in function of the type $x_{1} \circ x_{2} \circ \cdots \circ x_{k}$, where $\circ$ is a symmetric, associative, and commutative 2 -input operator, i. e. $\circ \in\{\oplus, \vee, \wedge\}$.

On a chip such a tree has to be embedded into the plane and all connections must be realized by rectilinear segments. If each input and the output are single points on the chip, a realization of minimum length and thus power consumption is given by a
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Figure 1: On the left, we have two inputs $p_{1}$ and $p_{2}$ and a single output $p_{3}$. The XOR-gate should be placed at the median of the three terminals. If the inputs have the side outputs $p_{1}^{\prime}$ and $p_{2}^{\prime}$, the XOR-gate should be placed at $p_{3}$, saving the horizontal length.
minimum length rectilinear Steiner tree. This is a tree connecting the inputs and the output by horizontal and vertical line segments using additional so-called Steiner vertices to achieve a shorter length than a minimum spanning tree. At each Steiner vertex of degree three an XOR-gate is placed. Higher degree vertices can be dissolved into degree three vertices sharing their position. Figure 1 shows an example of an embedded parity function on the left.

In practice input signals may be needed for other computations on the chip and thus delivered to other side outputs. Similarly, the result may have to be delivered to multiple output terminals. Thus, each input and its successors and the output terminals must be connected by separate Steiner trees as well. These trees are then connected by a top-level Steiner tree into which the XOR-gates will be inserted. Considering the additional terminals allows to construct a potentially shorter Steiner tree as shown in Figure 1 on the right. Algorithms ignoring the side outputs cannot guarantee an approximation factor better than two, as we will see in Section 2.

This motivates the definition of the minimum twolevel rectilinear Steiner tree problem, where we are given a set $P \subset \mathbb{R}^{2}$ of $n$ terminals and a partition of $P$ into $k$ subsets $P_{1}, \ldots, P_{k}$.

A two-level rectilinear Steiner tree $T=$ $\left(T_{\text {top }}, T_{1}, \ldots, T_{k}\right)$ consists of a Steiner tree $T_{i}$ for each $i \in\{1, \ldots, k\}$ connecting the terminals in $P_{i}$ and a (group) Steiner tree $T_{\text {top }}$ connecting the embedded trees $\left\{T_{1}, \ldots, T_{k}\right\}$. We call $T_{\text {top }}$ the top-level tree. Note that all trees are allowed to cross. The objective is to minimize the total length of all trees

$$
l(T):=\sum_{i=1}^{k} l\left(T_{i}\right)+l\left(T_{t o p}\right),
$$

where $l\left(T^{\prime}\right):=\sum_{\{x, y\} \in E\left(T^{\prime}\right)}\|x-y\|_{1}$ is the $\ell_{1}$-length of a Steiner tree $T^{\prime}$.

For each $i \in\{1, \ldots, k\}$ the top-level tree and $T_{i}$ intersect in at least one point. We can select one such point $q_{i} \in T_{\text {top }} \cap T_{i}$ and call it connection point for $T_{i}$ and $T_{t o p}$. Then $T_{t o p}$ is a Steiner tree for the terminals $\left\{q_{1}, \ldots, q_{k}\right\}$ and each $T_{i}$ is a Steiner tree for $P_{i} \cup\left\{q_{i}\right\}$.

Obviously, this problem is NP-hard as it contains the minimum rectilinear Steiner tree problem in two ways: if $k=1$ or if $\left|P_{i}\right|=1$ for $i \in\{1, \ldots, k\}$.

Designing the top-level tree as a stand-alone problem is hard. If all subtrees $T_{i}(i \in\{1, \ldots, k\})$ are fixed, $T_{t o p}$ cannot be approximated to arbitrary quality, as the group Steiner tree problem for connected groups in the Euclidean plane cannot be approximated within a factor of $(2-\epsilon)[9]$. However we are in a more lucky situation as we can tradeoff the lengths of bottom-level and top-level trees.

To the best of our knowledge the two-level rectilinear Steiner tree problem has not been considered before despite its practical importance [11, 12]. It is loosely related to the hierarchical network design problems $[1,5,6]$ or multi-level facility location problems $[3,4]$. However, those problems are structurally different, typically considering problems in graphs, and do not apply to our case.

In [11], ordinary rectilinear Steiner trees were used to build power efficient fan-in trees, when each input and the output consists of a single terminal. In practice designers are also interested in the depth of the constructed circuit [12]. However, for finding good power versus depth tradeoffs a better understanding of short solutions is an essential prerequisite and the aim of our work.

### 1.1 Our Contribution

In Section 2, we show that the naïve approach of picking a random terminal from each partition as a connection point to the top-level tree and building the bottom-level trees and top-level as separate instances gives a $2 \alpha$-factor approximation, where $\alpha$ is the approximation factor of the used minimum Steiner tree algorithm. This works for arbitary metrics.

Then in Section 3 and 4, we focus on rectilinear instances. In Section 3 we show how to lift our instance into an equivalent $(2+k)$-dimensional rectilinear Steiner tree instance. If the number $k$ of partitions is bounded by a constant, we obtain a PTAS by applying Arora's PTAS for rectilinear Steiner trees [2].

As our main result, we improve the approximation guarantee for unbounded $k$ from $(2+\epsilon)$ to 1.63 in Section 4. Using spanning tree heuristics, this approach turns also into a fast practical algorithm with running time $\mathcal{O}(n \log n)$ and approximation factor 2.37.

## 2 Simple Bottom-Up Construction

A simple bottom-up approach, which works for any metric space, is to compute a Steiner tree $T_{i}$ for $P_{i}$


Figure 2: A tight example when choosing connection points as arbitary points of $P_{i}$.
$(i=1, \ldots, k)$. In each $T_{i}$ we fix a connection point $q_{i} \in P_{i}$ arbitrarly, compute a Steiner tree $T_{t o p}$ for $\left\{q_{1}, \ldots, q_{k}\right\}$, and return $T=\left(T_{\text {top }}, T_{1}, \ldots, T_{k}\right)$.

Theorem 1 The simple bottom-up approach is a $2 \alpha-$ factor approximation algorithm for the minimum twolevel Steiner tree problem, if we use an $\alpha$-factor approximation algorithm for the minimum Steiner tree problem as a subroutine.

Proof. Let $T$ be the two level Steiner tree computed by the simple bottom-up approach and let $T^{\star}=$ $\left(T_{\text {top }}^{\star}, T_{1}^{\star}, \ldots, T_{k}^{\star}\right)$ be a minimum two-level Steiner tree. Let be $q_{i}^{\star} \in T_{\text {top }}^{\star} \cap T_{i}^{\star}$ the connection point of the optimum two-level Steiner tree. Since $T_{i}^{\star}$ is a Steiner tree on $\left\{q_{i}^{\star}\right\} \cup P_{i}$, we have $\operatorname{dist}\left(q_{i}^{\star}, q_{i}\right) \leq l\left(T_{i}^{\star}\right)$. Thus,

$$
\begin{aligned}
l(T) & \leq \alpha \cdot l\left(T_{\text {top }}^{\star}\right)+\alpha \sum_{i=1}^{k} \operatorname{dist}\left(q_{i}^{\star}, q_{i}\right)+\sum_{i=1}^{k} \alpha \cdot l\left(T_{i}^{\star}\right) \\
& \leq \alpha \cdot l\left(T_{\text {top }}^{\star}\right)+2 \alpha \sum_{i=1}^{k} l\left(T_{i}^{\star}\right) \leq 2 \alpha \cdot l\left(T^{\star}\right) .
\end{aligned}
$$

Figure 2 shows that the factor $(2+\epsilon)$ is sharp. For the instance $P_{1}=\{(0,0),(1,0)\}, P_{2}=\{(0,0),(-1,0)\}$ a minimum two-level rectilinear Steiner tree of length 2 is shown on the left with $l\left(T_{t o p}\right)=0$. On the right, a bad choice of connection points and minimum Steiner trees $T_{\text {top }}, T_{1}$, and $T_{3}$ yield a total length of 4 .

## 3 PTAS for a bounded number of partitions

We can reduce the two-level rectilinear Steiner tree problem in the plane to an ordinary rectilinear Steiner tree problem in a higher dimensional space, where we can apply Arora's PTAS [2].

The idea of the PTAS is to lift every subset $P_{1}, \ldots, P_{k}$ to an additional dimension. We assume $k>1$. Otherwise the two-level Steiner tree problem is an ordinary Steiner tree problem. Let $P_{1}, \ldots, P_{k} \subset \mathbb{R}^{2}$ be the subsets of a two-level Steiner tree instance, we define a Steiner tree instance in $\mathbb{R}^{2+k}$. The set of terminals $P^{\prime}$ is comprised as follows.

For each original terminal $x \in P_{i} \subset \mathbb{R}^{2}(i \in$ $\{1, \ldots, k\})$, we add a terminal $x^{\prime}:=\left(x, K \cdot e_{i}\right) \in \mathbb{R}^{2+k}$, where $e_{i} \in \mathbb{R}^{k}$ is the unit vector with value one at the $i$ th coordinate and $K$ is a large constant, e. g. we could choose $K$ as $l(B(P))$. Now for $x \in P_{h}$ and $y \in P_{i}$ the distance of their high dimensional copies $x^{\prime}, y^{\prime} \in P^{\prime}$ is $\left\|x^{\prime}-y^{\prime}\right\|_{1}=\|x-y\|_{1}+2 K\left\|e_{h}-e_{i}\right\|_{1}=\|x-y\|_{1}+2 K \delta_{h, i}$,


Figure 3: A flat Steiner Tree in a lifted instance.
where $\delta_{h, i}$ is one if $h=i$ and zero otherwise. An example of a lifted two-level Steiner tree is given in Figure 3.

A $(k+2)$-dimensional Steiner tree is called flat if all Steiner points have either the form $(x, 0) \in \mathbb{R}^{2+k}$ or $\left(x, K \cdot e_{i}\right) \in \mathbb{R}^{2+k}$, where $x \in \mathbb{R}^{2}$ and $e_{i} \in \mathbb{R}^{k}$ is a unit vector. The following Lemma has essentially been proven by Snyder [10], who shows that an optimum Steiner tree can be found in the $d$-dimensional Hanan grid [7].

Lemma $2 A(k+2)$-dimensional Steiner Tree $T$ for $P^{\prime}$ of length $l(T)$ can be transformed in strongly polynomial time into a $(k+2)$-dimensional flat Steiner tree $T^{\prime}$ of length at most $l(T)$.

The following lemma shows the equivalence between the original two-level rectilinear Steiner tree problem in the plane and the lifted regular rectilinear Steiner tree problem.

Lemma 3 If $k>1$, a two-level rectilinear Steiner tree $T$ for $P_{1}, \ldots, P_{k}$ of length $l(T)$ can be transformed into a $(k+2)$-dimensional Steiner tree $T^{\prime}$ for $P^{\prime}$ of length at most $l(T)+k K$ and vice versa.

Proof. We only sketch the proof, details can be found in [8]. We get $T^{\prime}$ by connecting the lifted components of $T$ at its connection points by an edge of length $K$. Conversely, we flat $T$ by applying Lemma 2 and replacing edges, s. t. for each $j \in\{3, \ldots, k+2\}$, $T^{\prime}$ contains at most one edge in direction $j$, without increasing the length of the tree. Projecting the edges onto the first two coordinates we obtain a feasible two-level Steiner tree of length at most $l\left(T^{\prime}\right)-k K$.

Theorem 4 For bounded $k$ there is a PTAS for the two-level rectilinear Steiner tree problem.

Proof. Choose $K=l(B(P))$ and for $\epsilon>0$ set $\epsilon^{\prime}:=\frac{1}{k+1} \epsilon$. Then compute an $\left(1+\epsilon^{\prime}\right)$-approximate $(k+2)$-dimensional Steiner tree $T^{\prime}$ for the lifted terminal set $P^{\prime}$ with Aroras PTAS [2] that has a polynomial running in bounded dimension. Then we apply Lemma 3 to obtain a two-level Steiner tree $T=\left(T_{\text {top }}, T_{1}, \ldots, T_{k}\right)$ for $P_{1}, \ldots, P_{k}$ with length at $\operatorname{most} l\left(T^{\prime}\right)-k K$. Let $T^{\prime \star}$ and $T^{\star}$ be optimum Steiner
trees for $P^{\prime}$ and $P$. Since $l\left(T^{\star}\right) \geq K$ the length of $T$ is

$$
\begin{aligned}
l(T) & \leq l\left(T^{\prime}\right)-k K \leq\left(1+\epsilon^{\prime}\right) l\left(T^{\prime \star}\right)-k K \\
& \leq\left(1+\epsilon^{\prime}\right) l\left(T^{\star}\right)+\left(1+\epsilon^{\prime}\right) k K-k K \\
& \leq\left(1+(k+1) \epsilon^{\prime}\right) l\left(T^{\star}\right)=(1+\epsilon) l\left(T^{\star}\right) .
\end{aligned}
$$

## 4 Predetermined Connection Points

In all algorithms of this section we predetermine a connection point $q_{i}$ for each set $P_{i}(i=1, \ldots, k)$ and then call a Steiner tree approximation algorithm for $\left\{q_{1}, \ldots, q_{k}\right\}$ to get $T_{t o p}$ and $P_{i} \cup\left\{q_{i}\right\}$ to get $T_{i}(i=$ $1 \ldots, k)$. We use the fact that we consider rectilinear instances to obtain better approximation factors than in Section 2.

### 4.1 Bounding Box Center

A natural approach is to choose each connection point as the center of the bounding box $B\left(P_{i}\right)$.

Theorem 5 Using bounding box centers as connection points, we get a $1.75 \alpha$-factor approximation algorithm for the two-level rectilinear Steiner tree problem, when using an $\alpha$-factor approximation algorithm for rectilinear Steiner trees as a subroutine.

A detailed analysis can be found in [8], which also provides a simple example attaining this factor.

### 4.2 Adjusted Bounding Box Center

We can improve the approximation factor by a more careful choice of the connection point. For a set $P_{i}$ $(i \in\{1, \ldots, k\})$, we call the coordinate system with origin in the central point of its bounding box the coordinate system of $P_{i}$.

If a set $P_{i}$ of terminals contains an element in each quadrant of its bounding box $B\left(P_{i}\right)$, we call the bounding box $B\left(P_{i}\right)$ complete. For subtrees with a complete bounding box we choose the connection point to the top-level tree as the central point of the bounding box as in Section 4.1 and compute a Steiner tree $T_{i}^{\prime}$ for $P_{i} \cup\left\{q_{i}\right\}$ as follows: We compute a Steiner tree $T_{i}^{\prime}$ for $P_{i}$. Thereby, we embed maximal paths in $T_{i}^{\prime}$ containing only Steiner vertices with degree two so that each such path has minimum distance to $q_{i}$ while preserving its length. We then add an edge from $q_{i}$ to $a_{i}$, where $a_{i}$ is a point in $T_{i}^{\prime}$ minimizing the distance to $q_{i}$.

Let $T^{\star}=\left\{T_{\text {top }}^{\star}, T_{1}^{\star}, \ldots, T_{k}^{\star}\right\}$ be an minimum twolevel Steiner tree. Again we choose $T_{\text {top }}^{\star}$ under all minimum two-level Steiner trees as large as possible so that there is a connection point $q_{i}^{\star} \in T_{\text {top }}^{\star} \cap T_{i}^{\star} \subseteq B\left(P_{i}\right)$.

We present the main ingredient for the analysis of the approximation ratio.


Figure 4: An example of the situation in the proof of Lemma 6. The green diamond is the $l_{1}$-circle with radius $h$ around $q_{i}$.

Lemma 6 Let $i \in\{1, \ldots, k\}$ and $T_{i}^{\prime}, a_{i}$ be constructed as above. If $B\left(P_{i}\right)$ is complete, then $l\left(B\left(P_{i}\right)\right)+$ $\left\|q_{i}-a_{i}\right\|_{1} \leq l\left(T_{i}^{\star}\right)$.

Proof. Define $h:=\left\|q_{i}-a_{i}\right\|_{1}$. Since $B\left(P_{i}\right)$ is complete, $T_{i}^{\prime}$ intersects at least three of the four axes of the coordinate system to $P_{i}$. We assume w.l.o.g. that $T_{i}^{\prime}$ intersects the left, upper and right axis.

By the choice of $T_{i}^{\prime}$ and $h$ there exist (see also Figure 4) for all $z \in[0, h]$

$$
\begin{aligned}
p & \in\left\{(x, y) \in P_{i}: x \leq-h, y \leq 0\right\} \\
p^{\prime} & \in\left\{(x, y) \in P_{i}: x \geq h, y \leq 0\right\} \\
u & \in\left\{(x, y) \in P_{i}: x<0, y \geq h\right\} \\
v_{z} & \in V_{z}:=\left\{(x, y) \in P_{i}: x \geq z, y \geq h-z\right\}
\end{aligned}
$$

Let $v_{h} \in V_{h}$. If the unique $T_{i}^{\star}$-paths from $p$ to $u$ and from $p^{\prime}$ to $v_{h}$ intersect, then $T_{i}^{\star}$ connects the lines $\{(x, y): x=0\}$ and $\{(x, y): x=h\}$ twice, and therefore $l\left(B\left(P_{i}\right)\right)+h \leq l\left(T_{i}^{\star}\right)$.

Otherwise, we can choose a minimum $z \geq 0$ such that there is a $v \in V_{z}$ and the unique $T_{i}^{\star}$-paths from $p$ to $u$ and from $p^{\prime}$ to $v$ are disjoint. The lines $\{(x, y)$ : $y=0\}$ and $\{(x, y): y=h-z\}$ are connected twice in $T_{i}^{\star}$. Therefore we get $l\left(B\left(P_{i}\right)\right)+h-z \leq l\left(T_{i}^{\star}\right)$.

If $z=0$ we are done. Otherwise, if our statement is false there is an $0<\epsilon \leq z$ such that $\epsilon=l\left(B\left(P_{i}\right)\right)+h-$ $l\left(T_{i}^{\star}\right)$ and a $w \in V_{z-\frac{\epsilon}{2}}$. Since the unique $T_{i}^{\star}$-paths from $p$ to $u$ and from $p^{\prime}$ to $w$ are not disjoint, $T_{i}^{\star}$ connects the lines $\{(x, y): x=0\}$ and $\left\{(x, y): x=z-\frac{\epsilon}{2}\right\}$ twice. Therefore we get the contradiction

$$
\begin{aligned}
\epsilon & =l\left(B\left(P_{i}\right)\right)+h-l\left(T_{i}^{\star}\right) \\
& \leq l\left(B\left(P_{i}\right)\right)+h-l\left(B\left(P_{i}\right)\right)-h+z-z+\frac{\epsilon}{2}=\frac{\epsilon}{2} .
\end{aligned}
$$

With Lemma 6 we tradeoff between the cost $\| q_{i}^{\star}-$ $q_{i} \|_{1} \leq l(B(P))$ to connect $q_{i}$ to $T_{\text {top }}^{\star}$ and the cost $\left\|q_{i}-a_{i}\right\|_{1}$ to connect $q_{i}$ to $T_{i}^{\prime}$. From this we could derive an approximation factor of $13 / 8$ if all partitions are complete. In general this is not the case and for incomplete bounding boxes we shift the connection points (and the coordinate system) towards the actual terminals as in Figure 5. A careful analysis using a similar version of Lemma 6 on the shifted coordinate system (details can be found in [8]) gives us the following result:


Figure 5: An example for an incomplete bounding box. The connection point $q_{i}$ is shifted diagonally to the upper right until the red box hits a terminal.

Theorem 7 There is a 2.37 -factor approximation algorithm with runtime $\mathcal{O}(n \log n)$ and an 1.63 -factor approximation algorithm in poly-time for the two-level rectilinear Steiner tree problem.
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# Max Shortest Path for Imprecise Points 

Yann Disser, Matúš Mihalák, Sandro Montanari


#### Abstract

We are given a graph $G=(V, E)$ with $n$ vertices where each vertex corresponds to one of $n$ given polygons in the plane and two vertices $s, t \in V$. We consider the problem of placing a point inside each polygon in order to maximize the shortest path distance between $s$ and $t$ in the resulting geometric graph. We show that the problem is hard to approximate for any factor ( $1-\epsilon$ ) with $\epsilon<1 / 4$, even when the polygons consist only of vertical aligned segments. For the special case where $G$ is a path, we provide an algorithm computing an optimum placement in time $O\left(n \cdot k^{2}\right)$, where $k$ is the maximum number of corners of a polygon.


## 1 Introduction

A geometric graph is a graph where each vertex corresponds to a point and the weight of an edge is the distance between the points it connects. We consider a set of polygons $\mathcal{P}$, an underlying graph connecting them, two polygons $P_{s}, P_{t} \in \mathcal{P}$, and the task of placing a point inside each polygon such that the shortest path distance between the points in $P_{s}$ and $P_{t}$ in the resulting geometric graph is maximum among all possible placements.

Imprecise measurements in real world applications require to design techniques that are able to cope with the uncertainty introduced by the unreliable estimations. A natural question in this setting concerns the computation of the minimum and maximum values that a geometric object can attain when the exact location of each point is unknown, but instead a region is known that contains it (an imprecise point set). For example, for imprecise points sets in the form of segments, squares, or disks, the problems of computing the smallest minimum spanning tree $[2,3,8]$, the smallest bounding box [9], the smallest enclosing circle [5, 9], the farthest pair [9], the width [9], the closest pair [9], or the area and perimeter of the convex hull [8] have been studied.

Another problem that has been researched intensively in this setting is known as the Touring Polygons Problem (in short TPP). Given a sequence of simple polygons and two points $s$ and $t$, the problem asks for a shortest tour starting at $s$ and ending at $t$ while visiting all polygons in the given order. The term "tour" comes from the fact that typically (but not necessarily) $s$ and $t$ are the same point. This
problem is known to be solvable in polynomial time whenever the polygons are convex and disjoint [4]. It becomes NP-hard for any metric $L_{p}, p \geq 1$, as soon as we allow non-convexity both for disjoint [1] and overlapping [4] polygons. The only variant of the TPP with non-convex polygons admitting a polynomial time algorithm is known for the case of rectilinear axis-aligned polygons under the $L_{1}$ metric [4]. If we relax the requirement of computing an exact solution, approximation algorithms for the TPP in the non-convex case are known $[6,10]$.

The Shortest Path Problem for imprecise points (in short SPP) is a natural generalization of the TPP. Instead of an ordered sequence of polygons we are now given a (directed) graph connecting them; the presence of an edge indicates an "allowed traversal" from one polygon to the other. Given a starting and an ending polygon $P_{s}$ and $P_{t}$, we search for a placement minimizing the shortest path distance of the points in $P_{s}$ and $P_{t}$ in the resulting geometric graph. In general, the SPP is NP-hard for any metric $L_{p}, p \geq 1$, even for disjoint segments whose angles with the $x$-axis are in $\{0, \pm \pi / 4, \pi / 2\}$. The proof is a straightforward generalization of the NP-hardness proof of the TPP in the case of non-convex disjoint polygons [1]. However, the SPP has been proven to be solvable in polynomial time under the $L_{1}$ metric if the polygons are (not necessarily convex) axis-aligned rectilinear [2].

So far, the SPP has been studied only in its minimum variant, where we look for placements minimizing the shortest path distance between the points in the given polygons. In this paper we consider the maximum variant, MAX-SPP, and look for placements maximizing the shortest path distance between $s$ and $t$ in the resulting geometric graph. We show that the problem is hard to approximate for any approximation factor $(1-\epsilon)$ with $\epsilon<1 / 4$, even when the polygons consist only of vertically aligned segments. We also consider the maximum variant of the TPP and propose an algorithm computing a maximum placement in $O\left(n \cdot k^{2}\right)$ time, where $n$ is the number of polygons and $k$ is the largest number of corners of a polygon in the sequence. The algorithm can be applied also in the case where the polygons are nonconvex and overlapping, generalizing the only previously known result on MAX-TPP [7] that considers only the case of squares and line segments.


Figure 1: The gadget for $c_{j}=\overline{v_{i}} \vee v_{k} \vee v_{l}$

## 2 Max Shortest Path

We now show the hardness of approximation for MAX-SPP by providing a gap-producing reduction from 3-SAT. Given a 3-SAT instance, we construct a MAX-SPP instance and provide two threshold values $\tau_{1}, \tau_{2}$ with $\tau_{1}-\tau_{2}=2 \delta$ for an arbitrary constant $\delta>0$. We show that the MAX-SPP instance admits an optimum solution with weight at least $\tau_{1}$ if and only if the 3-SAT formula admits a satisfying assignment. If the formula does not admit a satisfying assignment, the weight of an optimum solution is at most $\tau_{2}$.

In the construction of the MAX-SPP instance we will make use of degenerate polygons, i.e., points. Note that in any placement the weight of an edge connecting two degenerate polygons is fixed. We will make use of this observation in the construction of the MAX-SPP instance when assuming that the weight of an edge connecting two degenerate polygons $p$ and $q$ can be set to any weight greater or equal than $\|p-q\|_{1}$. This can easily be achieved by splitting the edge between $p$ and $q$ and introducing an intermediate point at a suitable distance from both.

The $m$ clauses and $n$ variables of the 3 -SAT formula are represented in the MAX-SPP instance with gadgets sketched in Figure 1. There is a gadget for every clause, one for every variable, and two additional points $s, t$. The point $s$ is located at the origin of the plane and $t$ is located at coordinates $(3,0)$.

The MAX-SPP instance contains $m+n$ vertically aligned segments. The middle points of these segments are equally spread along the $x$-axis, with the leftmost and rightmost ones respectively at coordinates $(1,0)$ and $(2,0)$. Given an arbitrary constant $\delta>0$, the first $m$ segments have length $4 \delta$, and each of them corresponds to a clause of the 3-SAT formula. The remaining $n$ segments have length $2 \delta$, and each of them corresponds to a variable. We use $v_{i}$ to denote
the $i$-th variable and the segment associated with it; it will be clear from the context to which of the two we are referring to. Similarly, we use $c_{j}$ to denote the $j$-th clause and the corresponding segment.

Variable gadgets. Given a segment $v_{i}$ at $x$ coordinate $x_{i}$, we place a point to its right, at coordinates $\left(x_{i}+\frac{1}{4 \gamma}, 0\right)$, and two points to its left, at coordinates $\left(x_{i}-\frac{1}{4 \gamma},-\delta\right),\left(x_{i}-\frac{1}{4 \gamma}, \delta\right)$, where $\gamma:=m+n$. We use $t_{i}$ and $f_{i}$ to denote respectively these last two points. We introduce in the underlying graph edges connecting $v_{i}$ to each of these three points. Furthermore, the point to the right of $v_{i}$ is also connected to $t$ with an edge of weight 2 . Points $t_{i}$ and $f_{i}$ are connected in a way specified in the following to gadgets of clauses where $v_{i}$ appears as a literal. In the reduction, a point placed in the (open) bottom half of $v_{i}$ corresponds to assign the value "true" to $v_{i}$. Conversely, a point in the (closed) top half of $v_{i}$ corresponds to assign the value "false" to $v_{i}$.

Clause gadgets. Given a segment $c_{j}$ at $x$-coordinate $x_{j}$, we place 5 points next to it, at coordinates $\left(x_{j}-\right.$ $\left.\frac{1}{4 \gamma},-\delta\right),\left(x_{j}-\frac{1}{4 \gamma}, \delta\right),\left(x_{j}+\frac{1}{4 \gamma},-2 \delta\right),\left(x_{j}+\frac{1}{4 \gamma}, 0\right),\left(x_{j}+\right.$ $\left.\frac{1}{4 \gamma}, 2 \delta\right)$. We introduce in the underlying graph edges connecting $c_{j}$ to each of these points. Among these points, those located to the left of $c_{j}$ are also connected to $s$ with edges with weight $2+\delta$. The remaining points are connected to variable gadgets as follows. We associate the points at coordinates $\left(x_{j}+\frac{1}{4 \gamma},-2 \delta\right),\left(x_{j}+\frac{1}{4 \gamma}, 0\right),\left(x_{j}+\frac{1}{4 \gamma}, 2 \delta\right)$ respectively with the variables appearing in $c_{j}$ as literals. If $v_{i}$ appears in $c_{j}$ as a positive literal, we connect the point associated to it to the point $f_{i}$ of the variable gadget of $v_{i}$. If $v_{i}$ appears in $c_{j}$ as a negative literal, we connect the point associated with it to $t_{i}$. We set the weight of these edges to $2+3 \delta$.

Theorem 1 For any metric $L_{p}, p \geq 1$, it is NP-hard to approximate MAX-SPP for any factor $(1-\epsilon)$ with $\epsilon<\frac{1}{4}$.
Proof. We first create a MAX-SPP instance containing a gadget for every clause and every variable of the given 3 -SAT. Then, we consider every path between the points $s$ and $t$ in the underlying graph of the constructed MAX-SPP instance and provide bounds on its weight in any placement. For simplicity, in the following we assume that distances are measured using the $L_{1}$ metric. It is however easy to see that similar bounds hold also for any metric $L_{p}$ with $p \geq 1$.

For every variable $v_{i}$ there is an $s t$-path for every clause where $v_{i}$ appears as a literal. By construction of the variable gadgets, we can assume without loss of generality that the point in segment $v_{i}$ in any placement to be located either in one of its endpoints or in its middle point.

Suppose there exists a satisfying assignment for the 3-SAT instance. We then place a point arbitrarily in the top endpoint of a segment $v_{i}$ if its value in the assignment is false and in the bottom otherwise. If a clause $c_{j}$ is satisfied by $v_{i}$, we place in the segment $c_{j}$ a point at the same $y$-coordinate as the point to the right of $c_{j}$ associated with $v_{i}$. If $c_{j}$ is satisfied by more than one variable, we choose one of them arbitrarily.

Consider now any st-path through a clause $c_{j}$ and a variable $v_{i}$. If $v_{i}$ is the chosen variable for $c_{j}$, the weight of the path between a point to the left of $c_{j}$ to the point to the right of $c_{j}$ associated with $v_{i}$ is at least $\delta+\frac{1}{2 \gamma}$. Without loss of generality, let $v_{i}$ appear with positive sign in $c_{j}$. The st-path visits $f_{i}$ and the point in $v_{i}$ in the placement is located at its bottom. Thus, the weight of the path between $f_{i}$ and the point to the right of $v_{i}$ is at least $3 \delta+\frac{1}{2 \gamma}$. Since the remaining edges of the path have fixed weight, the overall weight of the $s t$-path in the placement is

$$
\tau_{1}:=6+8 \delta+\frac{1}{\gamma} .
$$

If $v_{i}$ is not the chosen variable for $c_{j}$, the weight of the path between the point to the left of $v_{i}$ to its right might be smaller, but still at least $\delta+\frac{1}{2 \gamma}$. On the other hand, the weight between the point to the left of $c_{j}$ to its right is only greater, at least $3 \delta+\frac{1}{2 \gamma}$. Also in this case, the weight of the st-path is at least $\tau_{1}$.

Suppose now that a satisfying assignment does not exist, and consider an optimum placement and the corresponding assignment of variables according to whether the point in segment $v_{i}$ lies in its top or bottom half. Since the formula is not satisfiable, we can always find a non satisfied clause $c_{j}$; let $v_{i}$ be a variable appearing in $c_{j}$. It is easy to see that there always exists an $s t$-path visiting both $c_{j}$ and $v_{i}$ with weight at most

$$
\tau_{2}:=6+6 \delta+\frac{1}{\gamma}
$$

Suppose that there exists a polynomial-time algorithm approximating MAX-SPP for some factor ( $1-\epsilon$ ) with $\epsilon<1 / 4$. For any instance of 3 -SAT, we then construct the above gadgets and calculate $\tau_{1}$ and $\tau_{2}$. Since $\tau_{1}-\tau_{2}=2 \delta$, setting $\delta$ such that $\frac{2 \delta}{\tau_{1}}>\epsilon$ and using the approximation algorithm, we would be able to decide whether the weight of an optimum solution is greater or smaller respectively than $\tau_{1}$ or $\tau_{2}$. Thus, we could determine in polynomial time whether there exists a satisfying assignment for the 3-SAT instance.

We observe that, in the above proof, the fact that there do not exist polynomial-time algorithms for MAX-SPP with approximation factor better than $3 / 4$ comes from the ratio $\frac{2 \delta}{\tau_{1}}$ being $\approx \frac{1}{4}\left(\frac{\delta}{\delta+1}\right)$. It is an interesting open problem to determine whether there exist an algorithm with approximation factor exactly $3 / 4$
(therefore making the above bound tight), or whether the problem cannot be approximated in polynomial time even for $\epsilon \geq 1 / 4$.

## 3 Max Touring Polygons

In the Max Touring Polygons Problem (or MAX-TPP for short), we are given an ordered sequence of polygonal regions $P_{1}, \ldots, P_{n}$ and two points $s, t$. We are asked for a longest tour that starts at $s$, visits the polygons in the given order, and ends at $t$. The MAXTPP is a special case of MAX-SPP where the underlying graph connecting the polygons is a path.

Contrary to the general case, we will show that a solution to MAX-TPP can be found in polynomial time, even if the polygons are non-convex and overlapping. The algorithm for computing such a solution is based on the observation that the points belonging to an optimum placement form a subset of the corners of the $n$ polygons. This observation is proved by the following lemma. In the following, we assume that distances are measured with the $L_{2}$ metric. It is straightforward to generalize the proofs for any metric $L_{p}$ with $p \geq 1$.

Lemma 2 There exists an optimum MAX-TPP placement such that every point in the placement is a corner of the corresponding polygon.

Proof. We prove the statement by showing that, given a placement resulting in a longest $s$ - $t$ tour (an optimum placement) we can construct an equivalent placement $\boldsymbol{p}^{\prime}$ where every $p_{i} \in \boldsymbol{p}^{\prime}$ is a corner of the corresponding polygon $P_{i}$.

First, we show that there always exists an optimum placement where no point lies in the interior of the corresponding polygon. Consider a point $p_{i} \in \boldsymbol{p}$ lying in the interior of $P_{i}$ and the points $p_{i-1}$ and $p_{i+1}$ (where $p_{0}:=s$ and $p_{n+1}:=t$ ). If $p_{i-1}=p_{i}$ moving $p_{i}$ away from its position in any direction would not decrease the weight of the optimum placement. If $p_{i-1} \neq p_{i}$, consider the ray from $p_{i-1}$ towards $p_{i}$. This ray crosses a point $q$ on the perimeter of $P_{i} a f$ ter crossing $p_{i}$. Furthermore, the triangle induced by $p_{i-1}, p_{i}, p_{i+1}$ is completely contained in the triangle induced by $p_{i-1}, q, p_{i+1}$. Therefore, by triangle inequality the weight of the tour does not decrease if we replace $p_{i}$ with $q$. We can repeatedly apply this statement for every point of $\boldsymbol{p}$ until every $p_{i} \in \boldsymbol{p}$ lies on the perimeter of the corresponding polygon $P_{i}$.

Given an optimum placement $\boldsymbol{p}$ where every point lies on the perimeter of the corresponding polygon, we show how to construct an optimum placement where every point lies on a corner. Consider a point $p_{i} \in \boldsymbol{p}$ not lying on a corner of $P_{i}$ and the segment $\overline{a b}$ of the perimeter of $P_{i}$ on which $p_{i}$ lies. Since the sum $\left\|p_{i-1}-r\right\|_{2}+\left\|r-p_{i+1}\right\|_{2}$ is convex for every $r \in$
$\overline{a b}$ the maximum value is obtained when $r$ is one of the endpoints, either $a$ or $b$; assume without loss of generality that it is maximized when $r$ is equal to $a$. Therefore, the weight of the tour does not decrease if we replace $p_{i}$ with $a$ (that is a corner of $P_{i}$ ). By repeatedly applying this statement, we can replace every point of $\boldsymbol{p}$ not lying on a corner until every $p_{i} \in \boldsymbol{p}$ lies on a corner of the corresponding $P_{i}$.

### 3.1 Algorithm

We can use the above theorem to design an algorithm computing an optimum MAX-TPP placement. Our solution uses an auxiliary graph $\mathcal{D}=\left(V_{\mathcal{D}}, E_{\mathcal{D}}\right)$, in which there is a vertex $v \in V_{\mathcal{D}}$ for every corner of a polygon $P_{i}$ and two special vertices $v_{s}, v_{t} \in V_{\mathcal{D}}$ corresponding to the points $s, t$. There is an edge $(u, v) \in E_{\mathcal{D}}$ for every vertex $u$ corresponding to a corner of $P_{i}$ and every vertex $v$ corresponding to a corner of $P_{i+1}$, for $i=1, \ldots, n-1$. Furthermore, there is an edge from $v_{s}$ to every vertex corresponding to a corner of $P_{1}$ and from $v_{t}$ to every vertex corresponding to a corner of $P_{n}$. We assign a weight to each edge equal to the distance between its endpoints. The following theorem shows that a longest path between $v_{s}$ and $v_{t}$ in $\mathcal{D}$ corresponds to an optimum MAX-TPP placement.

Theorem 3 Given a longest $v_{s}-v_{t}$ path $P=$ $u_{0}, \ldots, u_{n+1}$ where $u_{0}=v_{s}$ and $u_{n+1}=v_{t}$, the placement $\boldsymbol{p}$ where every $p_{i} \in \boldsymbol{p}$ corresponds to $u_{i}$ for every $i=1, \ldots, n$ is an optimum MAX-TPP placement.

Proof. Observe that the weight of $P$ is equal to the weight of the tour induced by $\boldsymbol{p}$. For the sake of contradiction, assume that there exists a placement $\boldsymbol{q}$ inducing a tour that is longer than the one induced by $\boldsymbol{p}$. By Theorem 2 we can assume the points of $\boldsymbol{q}$ to be corners of the polygons $P_{1}, \ldots, P_{n}$. Thus, the vertices corresponding to the points of $\boldsymbol{q}$ are connected in $\mathcal{D}$, and we can find a path $Q$ from $v_{s}$ to $v_{t}$ following these vertices of weight larger than that of $P$.

Computing a longest path in a graph is in general NP-hard. However, the graph $\mathcal{D}$ is not a general graph but a directed acyclic graph (DAG). To see this note that there are edges only from vertices of $P_{i}$ to vertices of $P_{i+1}$. A longest path between $v_{s}$ and $v_{t}$ in a DAG can be found using a trivial dynamic programming algorithm with run-time $O\left(\left|V_{\mathcal{D}}\right|+\left|E_{\mathcal{D}}\right|\right)$. To evaluate $\left|V_{\mathcal{D}}\right|$ and $\left|E_{\mathcal{D}}\right|$, let $k$ be the largest number of corners of a polygon $P_{1}, \ldots, P_{n}$. Since $\mathcal{D}$ contains a vertex for every corner of a polygon, one corresponding to $s$ and one to $t$, we get $\left|V_{\mathcal{D}}\right| \geq n \cdot k+2 \in O(n \cdot k)$. Furthermore, there is an edge from $v \in V_{\mathcal{D}}$ corresponding to a corner of $P_{i}$ to every vertex corresponding to a corner of $P_{i+1}$, for every $i=0, \ldots, n$ (where $P_{0}$ and $P_{n+1}$ are degenerate polygons corresponding to the points $s$ and
$t)$. Therefore, every vertex of $V_{\mathcal{D}}$ is adjacent to at most $k$ edges, that is, $\left|E_{\mathcal{D}}\right| \in O\left(n \cdot k^{2}\right)$. The time to find an optimum MAX-TPP placement is thus $O(n$. $k^{2}$ ).
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#### Abstract

We present a novel method for self-localization in a road network in a fully autonomously manner, in particular not requiring GPS, GSM or WiFi availability. The new method does not rely on distance information but only absolute directional information that can be easily acquired using an electronic compass present in almost every current smartphone. Our approach is based on an inflection-point-based representation of trajectories in the road network and a respective query data structure.


## 1 Introduction

The central component of any navigation system is localizing oneself in the world. Common localization schemes nowadays are GPS/GLONASS (satellitebased with a precision up to a few meters), GSM (cellphone network based, precision $50 \mathrm{~m}-1500 \mathrm{~m}$ ), and Wifi (based on georeferenced access point BSSIDs, precision $20 \mathrm{~m}-100 \mathrm{~m}$ ). Except for GPS/GLONASS, all these methods require the interaction with third parties when acquiring one's own position.

A natural question to ask is, whether it is possible to localize oneself without interacting with third parties. Note that GPS/GLONASS is also not always available, e.g. due to obstructions by foliage or buildings. Our basic assumption is that we are moving in a road network and the central question is whether we can use information about how we move around together with knowledge of the underlying road network to find out where we are.

### 1.1 Related Work

In [7] we introduced the concept of path shapes which allows for fully-autonomous self-localization if one can measure both distances and changes of direction, e.g. from the onboard computer present in all modern cars. So we are given data of the form " 500 m straight, then a 40 degrees left turn, 200 m straight, then a 90 degrees right turn, ..." and try to use this for selflocalization in the road network which is known to

[^51]us. For example, in Figure 1, the green path shape is given and we want to examine whether this shape appears somewhere in the road network - with rotations and imprecisions allowed. Our experiments on actual road networks showed that - when restricting to quickest/shortest paths on which individuals tend to move - a rather short prefix of a path typically suffices to make its shape unique (even under imprecisions). Based on that we constructed a query data structure based on a generalized suffix tree [9] which allows for very fast localization. Note that [7] essentially relies on a common notion of curve similarity (like Hausdorff or Frechet) and hence crucially depends on reliable distance information.

A very interesting similarity measure for curves was proposed by de Berg et al in [3]. They developed the so-called direction-based Frechet-distance which optimizes over all parameterizations for a pair of curves like the Frechet distance but differs from the latter in that it is based on differences between the directions of movement along the curves, rather than on positional differences hence being invariant under translations and scalings. The authors present algorithms to compute several variants of this direction-based Frechet distance in $O(n m)$ time. In retrospect, the intuition of our "directional path shapes" is very related to this measure proposed by de Berg and Cook. For our specific application scenario of self-localization, the running time of their algorithms as well as other algorithms for general curve matching problem (partial or complete) under Hausdorff or Frechet distance, e.g [6], [3], [2], [1] are prohibitive, though.

## Our Contribution

In this paper we develop a new notion of 'path shape' together with a similarity measure related to the directional Frechet distance of [3]. Even with this seemingly less descriptive notion of path shape, characteristic representations of shortest paths exist with relatively short prefixes in real-world road networks. This allows for the construction of an efficient query data structure which supports fast self-localization queries. Compared to [7], the main novelty and advantage of our new path shape notion is the omission of distance measurements, so essentially having a compass available suffices for self-localization.


Figure 1: Previous result [7]: Path shape (green) and its partial matches (longer than 200 m ) in the Taunus area for a fuzzy comparison model. Blue dots indicate path origins. Only one full match exists determining the current position.

## 2 Directional Path Shapes (DPS) via Inflection Points

When travelling along a path $\pi$ one can use an electronic compass to record the direction in which one is heading. When recorded continuously, this corresponds to a continuous function $\phi:[0,1] \rightarrow C$ mapping each point along the path (parametrized over $[0,1]$ ) to an angle of direction (represented as an angle/point on the unit circle $C$ ). So assume the same path $\pi$ is travelled along by two vehicles at different speeds resulting in respective functions $\phi_{1}$ and $\phi_{2}$. Due to the different speeds aka parametrizations of the path, the two functions look different - in what respect could they be considered equal, though? One could imagine that the sequence of local minima or maxima of these functions is characteristic and the same for both functions $\phi_{1}$ and $\phi_{2}$. This is only makes sense, though, if we had mappings of the form $\phi:[0,1] \rightarrow[0,2 \pi]$, that is to an ordered space, which is not really the case here since the space $C$ is circular and has no notion of smaller or larger. A typical path includes both curves or turns to the left as well as curves or turns to the right, so a possible characterization is to consider the sequence of angles where there is a change from increasing angles to decreasing angles. In differential calculus this is called inflection point and characterized by the second derivative changing sign; in our case, the functions $\phi$ need not be differentiable, we will still call the respective angle inflection point (IP). It is clear that this sequence of inflection points is the same for $\phi_{1}$ as for $\phi_{2}$. If the 'boundary' between 0 and $2 \pi$ is never crossed, these inflection points in fact correspond to local min$\mathrm{ima} /$ maxima in the respective function which maps to $[0,2 \pi]$. See Figure 2 for an illustration of this concept.

So from now on we will represent a path by the ordered sequence of inflection points of $\phi$ which is invariant under different parametrizations of the respective path. This sequence of inflection points we call its directional path shape (DPS).

## 3 Self-Localization via Matching Directional Path Shapes

Assuming we move on shortest (according to some known metric) in the network, the basic idea of our self-localization approach is as follows: In a preprocessing step we extract all shortest paths in the network, construct their directional path shapes (i.e. the sequence of inflection points), and store them in a suitable data structure. Now when driving around in the network we acquire a real-time DPS via reading out the built-in electronic compass of our smartphone. If there is a unique path shape in our database matching the just acquired DPS (having identical inflection points), we have determined our current location (up to the path segment between two inflection points). There are some challenges to make this idea practical, though:

- Acquiring a DPS real-time via a compass only rarely leads to exactly the same sequence of inflection points as the ground truth derived from the map; measuring errors or unsteady steering induce additional or differing inflection points.
- It is not feasible to compute all shortest paths even in a moderately sized network, let alone store their respective DPSs and query them.


### 3.1 Smoothing of Directional Path Shapes

Naturally, no sensor is flawless and the measured angles are perturbed by all kind of external factors. To take care of these fluctuations, we apply a line smoothing technique. For that purpose we convert the sequence of inflection points into a polyline by starting at $(0,0)$ in a two-dimensional coordinate system, and then elongate the line by a straight segment in the direction of the angle corresponding to the first inflection point. We always use unit length for each straight segment. Then we apply the Douglas-Peucker algorithm [4] to this polyline which reduces the number


Figure 2: Left: Path with induced inflection points in blue; right turns in green, left turns in purple. Center and right: Two visualizations of the time-to-direction function $\phi$. induced by traversing this path. On the right, inflection points correspond to local extrema.
of points but faithfully preserves the overall shape at the same time. Applying this smoothing to the DPS measured by the compass increases stability against measuring errors or unsteady steering.

### 3.2 A fault-tolerant Query Structure for DPSs

To accomplish fast localization queries, we follow the idea presented in [7] and transfer the problem of finding matching DPSs to a pattern search problem in texts. So the encoding of the current trajectory is regarded as a concatenated string over the alphabet $\{1,2, \ldots, 360\}$. The text describing the network consists naively of all encodings of possible (shortest) paths in the map. A generalized suffix tree (GST) [9] requires only linear space and allows for efficient substring search by following a single path in the GST.

Unfortunately, constructing a GST for the DPSs of all $\Theta\left(n^{2}\right)$ shortest paths in the network is not feasible, hence we restrict to storing in the GST only the DPSs of all minimal shortest paths which have a unique DPS representation. Fault-tolerance at query time can be achieved by not only following a single path down the GST but all paths as long as the inflection point angles are within a certain error bound (in fact, in this case, we have to construct the GST for all minimal shortest paths with unique DPS representation even under fault tolerant comparisons).

## 4 Experimental Results

To show the practicability of our approach, we implemented the described algorithms and methods in C++ and tested them on several input networks. Timings were taken on a single core of an AMD Opteron 6172 with 2.1 GHz Table 1 shows the characteristics of two of our benchmark networks, MA - Massachusetts and SG - Southern Germany, both extracted from OpenStreetMap data. We observe that the percentage of inflection points on an average shortest path is rather high, in fact about $50 \%$ (on the unsmoothed graph data).

Table 1: Characteristics of the used test graphs. Averages over 1000 random shortest paths (SPs).

|  | MA | SG |
| :--- | :--- | :--- |
| \# nodes | 294,345 | $5,588,146$ |
| \# edges | 731,874 | $11,711,088$ |
| avg. path length | 120.4 km | 173.7 km |
| avg. \# IPs on SP | 209 | 1373 |
| avg. \% IPs on SP | 51.2 | 48.6 |

Table 2: Unique prefix length (in meters) dependent on the minimum number of inflection points (IPs) for exact queries, and with an angle tolerance of $t=5$. Values are averaged over 1000 random shortest paths.

|  | MA | SG | MA | SG |
| :--- | ---: | ---: | ---: | ---: |
|  | exact |  | $t=5$ |  |
| 0 IP | 28,430 | 91,941 | 31,931 | 94,146 |
| 1 IP | 21,388 | 45,083 | 31,293 | 81,934 |
| 2 IP | 9,085 | 31,757 | 23,445 | 62,309 |
| 5 IP | 114 | 1,596 | 8,853 | 4,998 |
| 10 IP | 2 | 4 | 175 | 3 |

### 4.1 Characterizability of Street Networks

Our approach can only work if the inflection point representation is sufficiently differentiating paths in the network. So we conducted the following experiment: for a random shortest path $\pi$ we searched for another path $\pi^{\prime}$ having the longest common prefix in its DPS representation with $\pi$. In Table 2 the average prefix lengths can be found, grouped by the minimum number of inflection points we demand the match to contain. If we set this number to zero, the longest match simply is the longest shortest path in the network with no encoding, completely independent of the reference path. Increasing the minimum number of inflection points, the prefix sizes decrease dramatically. Already using 5 IPs, the IPR becomes unique quite early, even when using an angle tolerance of $t=5$ degrees between IPs. The first 10 IPs are rarely matched by any other path in the map, even for Southern Germany, this number is less than one percent of the total number of IPs on the path.

|  |  | MA | SG |
| :--- | :--- | ---: | ---: |
| exact | naive | 17.1836 s | 245.6335 s |
|  | new | 0.0022 s | 0.0332 s |
|  | speed-up | 7810 s | 7398 s |
| $\mathrm{t}=5$ | naive | 19.0172 s | 261.1443 s |
|  | new | 0.0038 s | 0.0458 s |
|  | speed-up | 5004 | 5701 |

Table 3: Query times for self-localization averaged over 1000 random queries.

### 4.2 GST Construction and Querying

We constructed GSTs for all minimal paths with unique IPR, both under the exact as well as the imprecision-tolerant comparison model. For the road network of Southern Germany, the resulting GST can be employed to pinpoint one's location if the respective DSP has at least 17 inflection points in the exact model, 33 inflection points in case of the imprecisiontolerant model. Construction of the GSTs takes some time - about 2 days for the exact, and 4 days for the imprecision-tolerant model - and results in a data structure of about 4 GB size which can still be stored on a mobile device.

With the GST we can perform self-localization queries several orders of magnitudes faster than the naive method which trys to realize a given DPS from every single node of the network, see Table 3 for the results. Even under a fault-tolerant comparison model and the large road network of Southern Germany, one can pinpoint one's own location in a fraction of a second.

### 4.3 Real-World Data Collection and Experiments

While the queries in Table 3 were randomly generated from the underlying road network, we also collected real compass data by bicycle with our Android compass app on a Nexus 4 over a period of a month. Cycling along our test route 20 times at quite different speeds, we could match 13 of the resulting DSPs correctly to the network using an angle tolerance of $5^{\circ}$. For the remaining ones, at least one inflection point differed more from the ground truth, the maximum was at $22^{\circ}$. These are preliminary results, the hardest challenge currently is still getting a reliable compass reading from the smartphone. The current Android API provides five different methods to get such a reading ${ }^{1}$ : via a virtual orientation sensor (deprecated), magnetometer and accelerometer to rotation, low pass, rotation sensor, AHRS. Some of these methods require tuning parameters which we are still in the process of investigating. So there is a good chance that DPS can eventually be employed as a stand-alone method for precise self-localization once we can get

[^52]sufficently good sensor readings.

## 5 Conclusion

We have presented a novel way to characterize paths in a road network solely based on directional information. By examining real-world road-networks we could show experimentally that this characterization is expressive enough to distinguish shortest paths by a relatively short prefix. Based on this observation we developed an efficient data structure which quickly retrieves matching paths in a road network for a given path shape query and hence determines one's own location. Possible future work includes the consideration of more paths than just shortest/quickest. Our new method might also be interesting for other map matching applications [5, 8]. Like [7] our approach works better for European-style road networks, the many grid-type subnetworks e.g. in the U.S. lead to considerably longer path lengs to achieve unique IPRs.
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#### Abstract

There are many phenomena that generate polygonal tessellations on surfaces in 3D space. In this study, we propose a framework for finding the spherical Voronoi diagram that best fits a given photograph of a tessellation on a curved surface. A new distance is introduced in order to define the Voronoi diagram that is suitable for this purpose. Finally, this is reduced to an optimization problem, and numerical results are shown.


## 1 Introduction

In the real world, there are many phenomena that generate polygonal tessellations, for example, the patterns made by animal territories or the surface of fruits. We are interested in checking whether a given tessellation belongs to a Voronoi diagram (or whether it is a Dirichlet tessellation).

Several criteria have been proposed for evaluating the difference between a particular tessellation and a Voronoi diagram. With a planar polygonal tessellation, Honda $[2,3]$ gave the framework for approximating the Voronoi generators from a given tessellation and defined the deviation between the given tessellation and the Voronoi diagram. In [6], the deviation between two tessellations, said the discrepancy, is defined in a different way from $[2,3]$, and the problem is reduced to the optimization problem for adjusting positions of the Voronoi generators to obtain the smallest discrepancy. Also, The tessellation fitting by considering the equation system was introduced in [1]. Khiripet, et. al. [4] also introduced the tools for analyzing the Voronoi diagram from a given photo. However, they are all for a 2D Voronoi diagram, whereas we are interested in tessellations on curved surfaces in 3D space.

In addition, many tessellations in the real world appear in 3D space. Some criteria are also studied in 3D space, for example, the method for fitting the 3D Laguerre Voronoi tessellation to foam structure in [5]. Fitting a given tessellation to the Voronoi diagram and evaluating the difference with respect to the generators of the given tessellation will be useful for constructing mathematical models of polygonal patterns found in nature.

[^53]One example of a polygonal tessellation found in nature is jackfruit (Artocarpus heterophyllus), a multiple fruit that is found in various tropical locations. Photos of a jackfruit are shown in Figure 1. The surface of a jackfruit is covered by a complicated 3D microstructure, which, when viewed along a line perpendicular to the surface, forms a polygon-like tessellation in which each cell contains a blunt spike. Each tip of each spike is located on a flower of an inflorescence. Therefore, it could be said that the tip of each spike is the generator of polygonal tessellation.


Figure 1: (left) A jackfruit; (right) the skin of a jackfruit

In this study, we will assume that the pattern seen in the skin of a jackfruit can be approximated by a Voronoi diagram on a sphere. We provide a framework for using a photograph of a jackfruit to evaluate the difference between this pattern and a spherical Voronoi diagram. Because it is not appropriate to compare such a photo with a Voronoi diagram on a plane, we introduce a Voronoi diagram that reflects 3D structures on a plane. We then formulate an optimization problem to determine the best sizes for the sphere and the spike heights. Finally, we confirm the validity of our method by numerical results, using artificial and real tessellation patterns.

## 2 Problem Formulation

Our goal is to compare a given tessellation on a curved surface (including the centers of the tessellation cells) with the Voronoi diagram with respect to those centers on that surface. In particular, in this study, we will consider the pattern made by the skin of a jackfruit.

### 2.1 Modeling assumptions

For simplicity, we assume that locally, a jackfruit can be considered to be a sphere of radius $R$. The exact shape of a jackfruit is only approximately ellipsoidal, but we consider a relatively small subregion of the surface, in which this approximation is adequate. We also assume that the jackfruit has spikes of a uniform height $h$, that is, the tips of the spikes (the spike-dots) are on a sphere of radius $R+h$.

We also assume that the photo of the jackfruit is an orthogonal projection of the sphere onto the plane of the photo (the $X Z$-plane). The center of the photo is assumed to be at the center of the camera lens and the origin of the $X Z$-plane.

Further, we consider the spike-dots to be the generators of the Voronoi diagram on the sphere. We define the spike-dots rigorously, as follows.

The spike-dot $s_{i}$ is the dot located at the tip of spike $q_{i}$. The set of spike-dots is denoted as $\mathcal{B}=$ $\left\{s_{1}, \ldots, s_{n}\right\}$, where $n$ is the number of spike-dots shown in the photo.

Starting from the photo, we would like to generate a tessellation that can be considered to be the projection of the pattern of the jackfruit skin onto the $X Z$-plane. The tessellation $T$ that is extracted from a photo of a jackfruit is called a jackfruit tessellation (hereinafter, for simplicity, tessellation). We assume that $T$ is a convex embedding of a planar 3regular straight graph containing the set of spike-dots $\mathcal{B}=\left\{s_{1}, \ldots, s_{n}\right\}$.

From consideration of the physical reality, there exists a single spike-dot in each tessellation cell, but some spike-dots are not shown in the photo, because they are outside the frame.

### 2.2 Comparison of the difference in the two dimensions

Let $C$ be a cell in a tessellation $T . C$ is said to be a spike-dot cell if $C$ contains a spike-dot. Otherwise, we call it a non-spike-dot cell. In order to compare two tessellations fairly, we construct tessellations $T_{g}$ and $V_{g}$ such that each tessellation cell of $T_{g}$ and $V_{g}$ is completely surrounded by spike-dot cells in the tessellations $T$ and $V$, respectively.

Now, we have two tessellations with the same spikedots. For each pair of cells corresponding to the same spike-dot, the intersection (overlapping area) is a convex polygon containing the spike-dot. The difference in area between tessellation $T_{g}$ and the sum of the overlapping areas is denoted $D_{T}$. We denote by $D_{V}$ the difference in area between the Voronoi diagram $V$ and the sum of overlapping areas. Let $A_{T}$ and $A_{V}$ be the areas of tessellation $T_{g}$ and the Voronoi diagram $V_{g}$, respectively. The difference between these two tessellations, denoted $\Delta_{T, V}$, can be determined
as the ratio of the difference area to the overall area:

$$
\begin{equation*}
\Delta_{T, V}=\left(\frac{D_{T}+D_{V}}{2}\right) /\left(\frac{A_{T}+A_{V}}{2}\right)=\frac{D_{T}+D_{V}}{A_{T}+A_{V}} . \tag{1}
\end{equation*}
$$

We note that $D_{T}, D_{V}$ and $A_{T}, A_{V}$ are not much different.

The value $\Delta_{T, V}$ indicates the extent of the difference between the jackfruit skin pattern and the Voronoi diagram. This ratio is called discrepancy hereafter.

### 2.3 Framework for projecting a Voronoi diagram on a sphere onto a plane

In order to evaluate the difference between the jackfruit tessellation and the Voronoi diagram, we must first construct the Voronoi diagram on the sphere. However, we do not know the size of the sphere.

We initially assume values $R$ and $h$ for the radius and the spike height, respectively. We project each spike-dot $s_{i}=\left(x_{i}, z_{i}\right)$ on the photo plane onto the sphere. Note that each spike-dot is derived from the top of a jackfruit spike, which is located on the top of a sphere of radius $R+h$. Hence, the coordinates of the tip of spike are $s_{i}(R+h)=$ $\left(x_{i}, \sqrt{(R+h)^{2}-\left(x_{i}^{2}+z_{i}^{2}\right)}, z_{i}\right)$. We project this point onto a sphere of radius $R$, in which the center of the projection is at the center of the sphere. Thus, the Voronoi generators are obtained as $s_{i}(R)=\left(x_{i}^{\prime}, y_{i}^{\prime}, z_{i}^{\prime}\right)$, which are located on the sphere of radius $R$. Finally, we construct the Voronoi diagram with respect to the geodesic distance, $V_{S}$, on this sphere.

We project the vertices of $V_{S}$ onto the $X Z$-plane. We approximate the Voronoi edges projected to a plane by straight line segments to obtain a convex tessellation $V$.

With the tessellation $T$ extracted from the photo and the projected Voronoi diagram $V$, we obtain $T_{g}$ and $V_{g}$, which consist of spike-dot cells. We are now ready to compare the two tessellations.

## 3 A New Distance Corresponding to the Voronoi Diagram on the Sphere with Spikes

We have already provided the framework for comparing a given tessellation that is extracted from the photo, and the Voronoi diagram on a sphere for the spike-dots. Our process begins with the coordinates on the photo plane (the $X Z$-plane). In this section, we define a new distance on the plane that corresponds to the distance on the sphere with spikes.

Let $P^{\prime}\left(x_{1}, z_{1}\right)$ be a spike point, and let $Q^{\prime}\left(x_{2}, z_{2}\right)$ be any point on the photo plane. Assume that $P^{\prime}$ comes from spike point $P$ on the sphere with radius $R+h$, and $Q^{\prime}$ comes from general point $Q$ on the sphere with radius $R$.

Based on these assumptions, we are able to specify the $y$-coordinates of the spike points on the sphere: $\quad y_{1}=\sqrt{(R+h)^{2}-\left(x_{1}^{2}+z_{1}^{2}\right)}$ and $y_{2}=$ $\sqrt{R^{2}-\left(x_{2}^{2}+z_{2}^{2}\right)}$. Therefore, $P$ and $Q$ are represented as $P=\left(x_{1}, \sqrt{(R+h)^{2}-\left(x_{1}^{2}+z_{1}^{2}\right)}, z_{1}\right)$ and $Q=$ $\left(x_{2}, \sqrt{R^{2}-\left(x_{2}^{2}+z_{2}^{2}\right)}, z_{2}\right)$. Let $P^{\prime \prime}$ be the point of intersection of the line $O P$ and the sphere with radius $R$, where $O$ is the origin of the sphere. We can obtain the distance on the sphere by considering $P$ and $Q$ as vectors. Note that the circular arc length from $P^{\prime \prime}$ to $Q$ is $d_{\mathrm{gc}}=R \cdot \theta$, where $R$ is the sphere radius, and $\theta$ is the angle between $P$ and $Q$, measured at the center of the plane.

In particular, $\theta=\arccos \left(\frac{\mathbf{P} \cdot \mathbf{Q}}{|\mathbf{P}||\mathbf{Q}|}\right)$, where $|\mathbf{P}|=R+$ $h$ and $|\mathbf{Q}|=R$.

Therefore, the distance between $P^{\prime}$ and $Q^{\prime}$ on the plane is

$$
\begin{equation*}
d_{\text {plane }}\left(P^{\prime}, Q^{\prime}\right)=R \cdot \arccos \left(\frac{\mathbf{P} \cdot \mathbf{Q}}{R(R+h)}\right) \tag{2}
\end{equation*}
$$

This is the distance between a Voronoi generator corresponding to a spike-dot and an arbitrary point on the plane. Note that this distance does not satisfy the metric axiom, but we use the term 'distance' or 'metric' for convenience. With this distance, we are able to draw the Voronoi diagram on the $X Z$-plane.

From the distance defined by (2) and the framework presented in the previous sections, the following theorem is obtained directly.

Theorem 1 The Voronoi diagram on the sphere with radius $R$ generated by spikes on the sphere with radius $R+h$ is equivalent to the Voronoi diagram on the plane with respect to the distance defined by (2).

## 4 Stability of Tessellation Fitting

If the Voronoi diagram on a plane with respect to the distance (2) is given, we can define the discrepancy. However, we do not know $R$, $h$, or the center of the sphere. Therefore, the discrepancy is a function of these parameters, and optimization is required to find the best-fit values.

### 4.1 Discrepancy function

For a given tessellation $T$, we generate a Voronoi diagram on the plane $V$ with respect to the distance (2). With these two tessellations, we can compute the discrepancy defined in Section 2.3. We observe that the variables $R, h$, and the center of the sphere affect the discrepancy.

We define $D$ as a discrepancy function that depends on the center of the sphere projected onto the plane $(x, z)$, the sphere radius $R$, and the spike height $h$, which is the ratio $\Delta_{T, V}$ shown in the equation
(1); that is, the discrepancy function is denoted by $D(x, z, R, h)$. In order to fit a given tessellation $T$ with a Voronoi diagram $V$, optimization is used to find the appropriate $x, z, R, h$ that minimizes $D(x, z, R, h)$. However, it is complicated to express the discrepancy function $D$ explicitly.

In order to fit a given tessellation with the Voronoi diagram on the sphere, the framework is written as the following algorithm.

## Algorithm: Spherical Voronoi Fitting

Input: $\mathcal{B}$ - set of spike dots on the $x z$-plane, $T$ jackfruit tessellation corresponding to $\mathcal{B}$, initial $\mathbf{x}=$ ( $x, z, R, h$ )
Output: $x, z, R, h$ which minimize $D(x, z, R, h)$
Definition: function $D(x, z, R, h)$
Fix $T$ as a given tessellation;
for $i=1$ to $|\mathcal{B}|$;
Project $s_{i}$ to $s_{i}(R+h)$;
Project $s_{i}(R+h)$ to $s_{i}(R)$;
end for;
Construct $V_{S}$ with respect to $\cup\left\{s_{i}(R)\right\}$;
Project $V_{S}$ to $V$;
Intersect $T$ and $V$ cell by cell;
Compute $D_{T}, D_{V}, A_{T}, A_{V}, \Delta_{T, V}$;
$D(x, z, R, h) \leftarrow \Delta_{T, V} ;$
end Definition
Procedure:

1. Calculate $D(\mathbf{x})$;
2. Search for $\mathbf{x}^{\prime}=\left(x^{\prime}, z^{\prime}, R^{\prime}, h^{\prime}\right)$ such that $D(\mathbf{x})>D\left(\mathbf{x}^{\prime}\right)$ (by the method described later);
3. if such $x^{\prime}$ is found then
$\mathbf{x} \leftarrow \mathbf{x}^{\prime} ; D(\mathbf{x}) \leftarrow D\left(\mathbf{x}^{\prime}\right)$ and go to step $2 ;$
else
report $\mathbf{x}$ and $D(\mathbf{x})$;
end if;
end Procedure

### 4.2 Experiments and numerical results

We performed the experiments using an artificially generated Voronoi diagram with respect to known parameters, with $R=18$ and $h=0.4$, and where the center of the sphere was at $(-0.2,-0.2)$. In our experiments, this Voronoi tessellation will be assumed as a given jackfruit tessellation. We then generated a new Voronoi diagram $V$, where the center of the sphere was at ( $-0.2,-0.2$ ), and the parameters $R$ and $h$ varied. Now, the optimization problem can be considered as two independent variables, $R$ and $h$. Note that the minimum of $D$ is equal to 0 at the point $(18,0.4)$.

In the minimization of $D$, observations of the behavior of the discrepancy function led us to use a circular search, which is the search for the location of ( $R, h$ ) minimizing $D(x, z, R, h)$ when $x, z$ are fixed. We began a circular search at the initial point $\left(R_{0}, h_{0}\right)$ with discrepancy $M_{i}$. We then computed the discrepancies of 36 points on the circle centered at $\left(R_{0}, h_{0}\right)$
and with radius $\alpha$ and lying in the $R h$-plane. These points were arranged counterclockwise in a sequence, and denoted $\mathcal{C}=\left\{p_{1}, p_{2}, \ldots, p_{36}\right\}$. Among the discrepancies of these 36 points, we chose the subsequence $\mathcal{C}_{k}=\left\{p_{j}, p_{j+1}, p_{j+2}\right\}$ of $\mathcal{C}$ satisfying the property that $D\left(p_{j}\right) \geq D\left(p_{j+1}\right)$ and $D\left(p_{j+1}\right) \leq D\left(p_{j+2}\right)$. For each subsequence, we used a binary search to divide the arc between $p_{j}$ and $p_{j+2}$ into five subdivisions. We then reevaluated the subsequences and conducted another binary search to obtain the minimum among the subsequence $\mathcal{C}_{k}$. We then found the minimum discrepancy among all subsequences of $\mathcal{C}$, denoted $M_{i+1}$. If $M_{i} \leq M_{i+1}$, we decreased $\alpha$ to $\alpha / 2$ and reiterated the previous steps. Otherwise, we moved to that point and continued the search. The search was stopped when the radius had been decreased by a certain fixed factor.

This numerical experiment was implemented on Wolfram Mathematica®10. The initial values were chosen from 8 points in the different direction around the correct answer. Starting from all the initial values $(16.0,0.3),(16.0,0.4),(16.0,0.8),(18.0,0.3)$, $(18.0,0.5),(20.0,0.3),(20.0,0.4),(20.0,0.5), R$ and $h$ converge to the answer $R=18.00$ and $h=0.4000$ averagely, where the standard deviation of $R$ and $h$ are $5.734 \times 10^{-3}$ and $4.684 \times 10^{-7}$, respectively. The plot of the discrepancy values of some initial value is shown in the Figure 2.


Figure 2: The change of the discrepancy function values from the initial value $(16,0.3)$

From the results of experiments with artificially given tessellations, we conclude that we can acquire the corrected parameters from various initial values by using a circular search strategy.

## 5 Concluding Remarks

We proposed a framework for finding a spherical Voronoi diagram that can be fitted to the tessellation acquired from the photo of a tessellation on an approximately spherical surface covered by spikes. We also introduced a new distance for a Voronoi diagram on a sphere with spikes. Finally, we provided a method for optimizing the parameters in order to
obtain the best-fit Voronoi diagram.
We can use the proposed method to verify that a given surface with generators can be considered to be a Voronoi diagram. However, our framework can be applied for fitting the polygon-like tessellation on the surface which is a convex surface covered by almost uniformly spikes. In practical, we have already done the experiments with the real data from a taken photo by using the proposed framework. The overall idea with the real data is shown in the Figure 3. Our framework will be useful for constructing mathematical models of the formation of polygonal patterns in various natural phenomena.


Figure 3: (left) A jackfruit photo with selected area; (middle) the extracted tessellation; (right) the difference of the given tessellation and the best-fit Voronoi diagram
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#### Abstract

We present an efficient algorithm that computes the Minkowski sum of two polygons, which may have holes. The new algorithm is based on the convolution approach. Its efficiency stems in part from a property for Minkowski sums of polygons with holes, which we prove to hold in any dimension. Given two polygons with holes, we can fill in all the holes of one polygon, transforming it into a simple polygon, and still obtain exactly the same Minkowski sum. Obliterating holes in the input summands speeds up the computation of Minkowski sums.

We introduce a robust implementation of the new algorithm, which follows the Exact Geometric Computation paradigm and thus guarantees exact results. We also present an empirical comparison of the performance of Minkowski sum constructions, where we show that the implementation of the new algorithm exhibits better performance than several other implementations in many cases. In particular, we compared the implementation of the new algorithm, an implementation of the standard convolution algorithm, and an implementation of the decomposition approach using various convex decomposition methods.

The software has been developed as an extension of the 2D Minkowski Sums package of Cgal (Computational Geometry Algorithms Library). Additional information is available at http://acg.cs.tau.ac. il/projects/rc.


## 1 Introduction

The Minkowski sum of two sets $P$ and $Q$ is defined as $P \oplus Q=\{p+q \mid p \in P, q \in Q\}$. In this paper we focus on the computation of Minkowski sums of general polygons in the plane, that is, polygons that may have holes. However, some of our results also apply to higher dimensions. Minkowski sums are ubiquitous in many fields, including robot motion planning, assembly planning, and computer aided design.

[^54]

Figure 1: The convolution of a convex and a non-convex polygon; winding numbers are indicated in brackets; dotted edges are left out for the reduced convolution.

### 1.1 Terms, Definition, and Related Work

During the last four decades many algorithms were introduced to compute the Minkowski sum of polygons or polyhedra. For exact two-dimensional solutions see, e.g., [4]. For approximate solutions see, e.g., [7] and [9]. For exact and approximate three-dimensional solutions see, e.g., [6], [10], [11], and [15].

Computing the Minkowski sum of two convex polygons is rather easy using an operation similar to merging two sorted lists of numbers, as $P \oplus Q$ is a convex polygon bounded by copies of the edges of $P$ and $Q$ ordered according to their slope. If the polygons are not convex, it is possible to use one of the two following general approaches:

Decomposition Algorithms that follow the decomposition approach decompose $P$ and $Q$ into two sets of convex sub-polygons. Then, they compute the pairwise sums using the simple procedure described above. Finally, they compute the union of the pairwise sums. This approach was first proposed by Lozano-Pérez [12]. The performance of this approach heavily depends on the method that computes the convex decomposition of the input polygons. Flato et al. [1] described an implementation of the first exact and robust version of the decomposition approach, which handles degeneracies. They also tried different decomposition methods, but none of them though handled polygon with holes.

Convolution Let $V_{P}=\left(p_{0}, \ldots, p_{m-1}\right)$ and $V_{Q}=$ $\left(q_{0}, \ldots, q_{n-1}\right)$ denote the vertices of the input polygons $P$ and $Q$, respectively. Assume that their boundaries wind in a counterclockwise order around
their interiors. The convolution of these two polygons, denoted $P * Q$, is a collection of line segments of the form ${ }^{1}\left[p_{i}+q_{j}, p_{i+1}+q_{j}\right]$, when the vector $\overrightarrow{p_{i} p_{i+1}}$ lies counterclockwise in between $\overrightarrow{q_{j-1} q_{j}}$ and $\overrightarrow{q_{j} q_{j+1}}$ and, symmetrically, of segments of the form $\left[p_{i}+q_{j}, p_{i}+q_{j+1}\right]$, when the vector $\overrightarrow{q_{j} q_{j+1}}$ lies counterclockwise in between $\overrightarrow{p_{i-1} p_{i}}$ and $\overrightarrow{p_{i} p_{i+1}}$.

According to the Convolution Theorem stated in 1983 by Guibas et al. [5], the convolution is a superset of the Minkowski sum boundary. The segments of the convolution form a number of closed (possibly self-intersecting) polygonal curves called convolution cycles. On this basis, Wein [16] implemented the standard convolution algorithms for simple polygons. He computed the winding number ${ }^{2}$ for each face in the arrangement induced by the convolution cycles and used it to determine whether the face as part of the Minkowski sum or not; see Figure 1. Wein's exact implementation is available in CgAL [14].

Kaul et al. [8] observed that a segment $\left[p_{i}+\right.$ $\left.q_{j}, p_{i+1}+q_{j}\right]$ (resp. $\left[p_{i}+q_{j}, p_{i}+q_{j+1}\right]$ ) cannot possibly contribute to the boundary of the Minkowski sum if $q_{j}$ (resp. $p_{j}$ ) is a reflex vertex (see dotted edges in Figure 1). The remaining subset of convolution segments, the reduced convolution, is still a superset of the Minkowski sum boundary but the idea of winding numbers can not be applied as there are no closed cycles anymore. Instead, Behar and Lien [2], first identify faces in the arrangement of the reduced convolution that may represent holes (based on proper orientation of all boundary edges of the face). Thereafter, they check whether such a face is indeed a proper hole by selecting a point $x$ inside the face and performing a collision detection of $P$ and $x \oplus-Q$. Their implementation exhibits faster running time than Wein's method, but may not be able to handle some degenerate cases: although they are using advanced multiprecision arithmetic, the detection of some degeneracies requires an exact approach. The method was also extended to three dimensions [11].

Milenkovic and Sacks [13] defined the Monotonic Convolution, which is another superset of the Minkowski sum boundary. They show that this set defines cycles and induces winding numbers, which are positive only in the interior of the Minkowski sum.

### 1.2 Our Results

We present an efficient algorithm that computes the Minkowski sum of two polygons, which may have holes. The new algorithm is a variant of the algorithm proposed by Behar and Lien [2], which computes the

[^55]reduced convolution set. In our new algorithm, the initial set of filters proposed in [2] is enhanced by the removal of complete holes in the input, which reduces the size of the reduced convolution set even further. This enhancement is backed up by a simple theorem, the proof of which is also presented; see Section 2. Moreover, we show that at least one of the input polygons can always be made simple (before applying the convolution). This latter result is applicable to any dimension and independent of the used approach.

We introduce an implementation of the new algorithm. We also introduce implementations of two new convex decomposition methods that handle polygons with holes as input-one is based on vertical decomposition and the other is based on triangulation. These two methods can be directly applied to compute the Minkowski sum of polygons with holes via decomposition. All our implementations are robust and handle degenerated cases.

In addition, we present an empirical comparison of all the implementations above and existing implementations; see Section 4. We show that the implementation of our new algorithm exhibits better performance than all other implementations in many cases.

The software has been developed as part of the 2D Minkowski Sums package of the Computational Geometry Algorithms Library (Cgal) [14], and as such, it is written in $\mathrm{C}++$ and rigorously adheres to the generic-programming paradigm and the EGC paradigm.

## 2 Filtering Out Holes

The fundamental observation of the convolution theorem is that only points on the boundary of $P$ and $Q$ can contribute to the boundary of $P \oplus Q$. Specifically, the set of segments in the convolution $P * Q$ is a superset of the segments of the boundary of $P \oplus Q$.

The idea behind the reduced convolution method is to filter out segments of $P * Q$ that can not contribute to the boundary of $P \oplus Q$ using a local criterion; see Section 1.1. In this section we introduce a global criterion. The following theorem shows that we can ignore all segments in $P * Q$ that are induced by a hole if it is relatively small compared to the other polygon, meaning that the hole is completely irrelevant for $P \oplus Q$. In fact, it implies that the hole can be removed (that is, filled up) before the main computation starts, independently of the used approach; see also Figure 2 for an intuition.

Theorem 1 Let $H$ be the interior of a hole in polygon $P$. If there is a path $\gamma$ contained in polygon $Q$ that does not fit under any translation in $-H$, then $H$ is irrelevant for the computation of $P \oplus Q$.

Proof. Consider a point $p \in \partial H \subset P$ and a point $q \in \partial Q$ and assume for contradiction that $p \oplus q$ is on


Figure 2: A small hole $H$ is irrelevant for the computation of $P \oplus Q$ as adding $\partial H$ and $\gamma \subset Q$ fills up any potential hole in $P \oplus Q$ related to $H$.
the boundary of $P \oplus Q$. First, observe that $p \oplus q$ must be part of the boundary of a hole $\bar{H}$ of $P \oplus Q$ as $\partial H \oplus q$ forms a closed cycle. For any point $x \in \bar{H} \not \subset P \oplus Q$ it must hold that $x \in H \oplus y \forall y \in Q$. Specifically, it must hold $\forall y \in \gamma \subset Q$. This is equivalent to $y \in(x \oplus-H)$ for all $y \in \gamma$, stating that $\gamma$ fits into $-H$ under some translation, a contradiction.

Corollary 2 If the closed axis-aligned bounding box $B_{Q}$ of $Q$ does not fit under any translation in the open axis-aligned bounding box $B_{H}$ of a hole $H$ in $P$, then $H$ does not induce a hole in $P \oplus Q$.

Proof. W.l.o.g. assume that $B_{Q}$ does not fit into $B_{H}$ with respect to the $x$-direction. Consider the two extreme points of $Q$ in that direction and connect them by a path $\gamma$, which obviously does not fit into $-H$, as it does not fit into $B_{H}$.

Note that if $B_{Q}$ does not fit in the open axis-aligned bounding box $B_{P}$ of $P$, it cannot fit in the bounding box of any hole of $Q$, implying that all holes of $Q$ can be ignored. Since for any two bounding boxes either $B_{Q} \not \subset B_{P}$ or $B_{P} \not \subset B_{Q}$ holds, we need to consider the holes of at most one polygon.

Consequently, we can remove all holes whose bounding boxes are, in $x$ - or $y$-direction, smaller than, or as large as, the bounding box of the other polygon, as an initial phase of all methods. With fewer holes, convex decomposition results in fewer pieces. Moreover, when all holes of a polygon become irrelevant, one can choose a decomposition method that handles only simple polygons instead of a decomposition method that handles polygons with holes, which is typically more costly. As for the convolution approach, the intermediate arrangements become smaller, speeding up the algorithm.

## 3 Reduced Convolution

We compute the reduced convolution set of segments filtering out features that cannot possibly contribute to the boundary of the Minkowski sum (see Section 1.1) and in particular complete holes (see Section 2). Then, we construct the arrangement in-
duced by the reduced convolution set. Finally, we traverse the arrangement and extract the boundary of the Minkowski sum. We apply two different filters to identify valid holes in the Minkowski sum: (i) We ignore any face in the arrangement the outer boundary of which forms a cycle that is not properly oriented, as suggested in [2]. (ii) We ignore any face $f$, such that $(-P \oplus x)$ and $Q$ collide, where $x \in f$ is a sampled point inside $f$, as suggested in [8]. We use axisaligned bounding box trees to expedite the collision tests. After applying these two filters, only segments that constitute the Minkowski sum boundary remain.

In most cases, the reduced convolution method is faster than the full convolution method, as the induced arrangement has typically fewer cells. However, in degenerated cases with many holes in the Minkowski sum, the full convolution method is preferable over the reduced convolution method, as it avoids the costly collision-detection tests.

## 4 Experiments

We have conducted our experiments on families of randomly generated general and simple polygons from AGPLib [3]; examples are depicted in Figure 3a and 3 b , respectively. All experiments were run on an Intel Core 2 Duo P9600 CPU clocked at 2.53 GHz with 4 GB of RAM. For each instance size the figures show an average over 10 runs on different input.


Figure 3: Randomly generated polygons: (a) simple, and (b) general.

First, we compared the running time of the implementations of all methods for simple polygons available in Cgal (for details, see [4, Section 9.1.2]), the new implementations, and Behar and Lien's implementation; see Figure 4a. Data points for instances not shown could not be computed due to memory limitations reached by the decomposition methods. The reduced convolution method consumed about ten times less time than the full convolution method for large instances, whereas the decomposition methods were the fastest for instances larger than 150 vertices.

Secondly, we compared the running time of the implementations of the three new methods (i.e., RC, TD, and VD) and Behar and Lien's implementation on instances of general polygons with $n$ vertices and $n / 10$
holes; see Figure 4b. For each pair of polygons, one was scaled down by a factor of 1000 , to avoid the effect of the hole filter in this experiment. Instances with more than 1000 vertices could not be processed by the decomposition methods due to memory limitations. For instances with more than 2000 vertices, the running time of the reduced convolution method exceeded 30 minutes. For all successful executions, the reduced convolution method consumed significantly less time than the two decomposition methods. Behar and Lien's implementation generally performs worse than our reduced convolution method.

Thirdly, we compared the running time of the implementations above fed with a square of varying size (see the horizontal axis in Figure 4c and 4d) and with randomly generated polygons having 2000 vertices and 200 holes. While the running time of the reduced convolution method increased as the square grew due to an increase of the complexity of the intermediate arrangement, Behar and Lien's implementation exhibited constant running time, as it performs pairwise intersection testing. When applying the hole filter to our methods, the reduced convolution method consumed less time than all other methods. The two diagrams clearly show the impact of filtering holes.

(a) MS of simple polygons.

(c) MS of general polygon and growing square ( $x$-axis) without hole filter

(b) MS of general polygons.

(d) MS of general polygon and growing square ( $x$-axis)-with hole filter

Figure 4: Time in seconds for different methods to compute Minkowski sums for two polygons. Legend: (RC) reduced convolution; (FC) full convolution; (TD) constrained triangulation decomposition; (VD) vertical decomposition; (SD) small-side angle-bisector decomposition; (OD) optimal convex decomposition; (HD) Hertel-Mehlhorn decomposition; (GD) Greene decomposition; (BL) Behar and Lien's reduced convolution.
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# On the Complexity of the Discrete Fréchet Distance under $L_{1}$ and $L_{\infty}$ 
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#### Abstract

We study the decision tree complexity of the discrete Fréchet distance (decision version) under the $L_{1}$ and $L_{\infty}$ metrics over $\mathbb{R}^{d}$. While algorithms for the Euclidean $\left(L_{2}\right)$ discrete Fréchet distance were studied extensively, the problem in other metrics such as $L_{1}$ and $L_{\infty}$ seems to be much less investigated.

For the $L_{1}$ discrete Fréchet distance in $\mathbb{R}^{d}$ we present a $2 d$-linear decision tree with depth $O(n \log n)$, for any constant $d$. For the $L_{\infty}$ discrete Fréchet distance in $\mathbb{R}^{d}$ we present a 2 -linear decision tree with depth $O(n \log n)$, for any constant $d$. We hope that these near-linear depth decision trees will motivate the study of the problem in these metrics and, in particular, will lead to the development of improved algorithms.


## 1 Introduction

The Fréchet distance is a measure of similarity between curves that takes into account the location and ordering of the points along the curves. Therefore it is often better than the well-known Hausdorff distance as a metric for comparing parameterized shapes. This measure was introduced by Fréchet in 1906 [6].

Eiter and Mannila [5] introduced the discrete Fréchet distance, a variant also known as the coupling distance. They showed that this distance provides a good approximation for the Fréchet distance between curves, and provided a quadratic dynamic programming algorithm to compute it.

Since then many studies have been made about the discrete problem in the Euclidean plane: Agarwal et al. [1] showed a subquadratic algorithm with $O\left(n^{2} \log \log n / \log n\right)$ runtime ${ }^{1}$, Buchin et al. [3] showed an algebraic computation tree lower bound of $\Omega(n \log n)$, and Bringmann [2] recently showed that there is no algorithm with runtime $O\left(n^{2-\Omega(1)}\right)$ (also known as "truly subquadratic time"), assuming the Strong Exponential Time Hypothesis. These bounds hold for computing the exact distance and for the decision version of the problem.

While much work has been made on the Euclidean discrete Fréchet distance, the problem in other met-

[^56]rics, such as $L_{1}$ and $L_{\infty}$ has been much less investigated.

Buchin et al. [4] recently showed that the decision tree complexity of the Euclidean discrete Fréchet distance in the plane is ${ }^{2} \widetilde{O}\left(n^{4 / 3}\right)$. This result is obtained by using a range searching technique of Katz and Sharir [9]. We will briefly review this result, and argue that, for the problem under the $L_{1}$ and $L_{\infty}$ metrics in $\mathbb{R}^{d}$, the standard range searching approach does not seem capable of giving us the results we aim for, which we will establish using a different approach.

From now on, the term $L_{p}$ discrete Fréchet distance refers to the decision problem of determining whether the discrete Fréchet distance with underlying norm $L_{p}$ is at most some parameter $\varepsilon \geq 0$.

The contribution of this paper is given in the following theorems:

Theorem 1 Given two polygonal curves $P, Q$ in $\mathbb{R}^{d}$ with total complexity $n$ (i.e., number of vertices), there is a $2 d$-linear decision tree ${ }^{3}$ with depth $O(n \log n)$ for the $L_{1}$ discrete Fréchet distance between $P$ and $Q$, for any constant $d$.

Theorem 2 Given two polygonal curves $P, Q$ in $\mathbb{R}^{d}$ with total complexity $n$, there is a 2-linear decision tree with depth $O(n \log n)$ for the $L_{\infty}$ discrete Fréchet distance between $P$ and $Q$, for any constant $d$.

For Theorem 1 and Theorem 2, we generalize an observation originated in Fredman's 1976 work on the decision tree complexity of (min, +)-matrix multiplication [7], a fundamental problem in $\mathbf{P}$, known for being computationally equivalent to the APSP (all pairs shortest paths) problem in directed graphs with arbitrary real edge weights.

At the basis of Fredman's technique is the trivial (albeit ingenious) observation that $a+b<c+d$ iff $a-c<d-b$. This observation is often referred to as Fredman's trick. Fredman's trick was also liberally used by Grønlund and Pettie in their recent 3SUM breakthrough [8].

## 2 Fréchet Distance

The Fréchet distance is often illustrated by a man and a dog, each walking along a path (curve). The man

[^57]has the dog on a leash. Each of them may choose their own speed and may stop but cannot walk backwards. Then the Fréchet distance is the length of the shortest leash that allows them to walk on their respective curves from beginning to end.

More formally, following [5] we define a curve as a continuous mapping $f:[0,1] \rightarrow V$, where $(V, \rho)$ is a metric space. Given two curves $f:[0,1] \rightarrow V$ and $g:[0,1] \rightarrow V$, their Fréchet distance is defined as

$$
\delta_{F}(f, g)=\inf _{\alpha, \beta} \max _{t \in[0,1]} \rho(f(\alpha(t)), g(\beta(t))),
$$

where $\alpha$ and $\beta$ are arbitrary continuous nondecreasing functions from $[0,1]$ onto $[0,1]$.

When computing the Fréchet distance between arbitrary curves, one typically approximates the curves by polygonal curves. Eiter and Mannila [5] defined the discrete Fréchet distance between polygonal curves and showed it gives a good approximation to the Fréchet distance between them.

A polygonal curve with $n$ edges is a curve $P$ : $[0,1] \rightarrow V$, such that for each $i \in\{0,1, \ldots, n-1\}$, the restriction of $P$ to the interval $\left[\frac{i}{n}, \frac{i+1}{n}\right]$ is affine. Since the Fréchet distance is invariant under reparametrization, we can assume a polygonal curve $P$ to be given by the ordered list of its vertices, i.e., a sequence $P=\left(p_{0}, \ldots, p_{n}\right)$.

Let $P=\left(p_{0}, \ldots, p_{n}\right)$ and $Q=\left(q_{0}, \ldots, q_{m}\right)$ be two polygonal curves given by their ordered lists of vertices. A coupling $C=\left(c_{0}, \ldots, c_{k}\right)$ between $P$ and $Q$ is an ordered sequence of distinct pairs of vertices in $P, Q$, such that $c_{0}=\left(p_{0}, q_{0}\right), c_{k}=\left(p_{n}, q_{m}\right)$ and $c_{r}=$ $\left(p_{i}, q_{j}\right) \Rightarrow c_{r+1} \in\left\{\left(p_{i+1}, q_{j}\right),\left(p_{i}, q_{j+1}\right),\left(p_{i+1}, q_{j+1}\right)\right\}$. The discrete Fréchet distance between $P$ and $Q$ is

$$
\delta_{d F}(P, Q)=\min _{C \text { coupling }} \max _{\left(p_{i}, q_{j}\right) \in C} \rho\left(p_{i}, q_{j}\right)
$$

Eiter and Mannila [5] showed that
$\delta_{F}(P, Q) \leq \delta_{d F}(P, Q) \leq \delta_{F}(P, Q)+\max \{D(P), D(Q)\}$,
where $D(P)$ (resp., $D(Q)$ ) is the length of the longest edge in $P$ (resp., $Q$ ). Thus, if we add vertices to the curves $P, Q$ so that their edge lengths tend to zero, their discrete Fréchet distance will tend to their Fréchet distance.

Dynamic Programming Algorithm. Following [5], we quickly review the standard quadratic dynamic programming algorithm for the decision version of the discrete Fréchet distance, in a metric space $(V, \rho)$.

Given two point sequences $A=\left(a_{1}, \ldots, a_{n}\right), B=$ $\left(b_{1}, \ldots, b_{n}\right)$, and a parameter $\varepsilon \geq 0$, the algorithm creates an $n \times n$ Boolean matrix $M$, whose rows and columns correspond to the points of $A$ and $B$, respectively. The algorithm fills the matrix with values $0 / 1$ row by row. Every cell $M_{i, j}$ in the matrix is filled by 1 iff both conditions hold:

1. At least one of the cells $M_{i-1, j}, M_{i, j-1}, M_{i-1, j-1}$ is filled with 1.
2. The distance $\rho\left(a_{i}, b_{j}\right)$ is at most $\varepsilon$.

Otherwise, $M_{i, j}$ is filled by 0 . Intuitively, an entry $M_{i, j}$ is equal to 1 iff the pair $\left(a_{i}, b_{j}\right)$ is reachable from the starting placement $\left(a_{1}, b_{1}\right)$ of the trip with a "leash" of length $\varepsilon$. Otherwise, $M_{i, j}$ is equal to 0 .

The runtime of the algorithm is quadratic and the number of input comparisons it does is also quadratic, as there are potentially $n^{2}$ distinct pairs of points $\left(a_{i}, b_{j}\right)$ to check whether $\rho\left(a_{i}, b_{j}\right) \leq \varepsilon$.

## 3 Decision Tree for the Euclidean Plane

Buchin et al. [4] showed a quadratic algebraic decision tree ${ }^{4}$ with depth $O\left(n^{4 / 3} \log n\right)$ for the Euclidean discrete Fréchet distance in the plane.

The decision tree is based on invoking the quadratic dynamic programming algorithm following a preprocessing stage. All the input comparisons in the dynamic programming algorithm are made by checking if the distance of a point $a_{i} \in A$ from a point $b_{j} \in B$ is less than the fixed given parameter $\varepsilon$. The preprocessing stage will compute and store the answers for these pairwise distance queries in a Boolean matrix $T \stackrel{\text { def }}{=}\left(t_{i j}\right)$, where $t_{i j}=1$ if $\left\|a_{i}-b_{j}\right\|_{2} \leq \varepsilon$, otherwise $t_{i j}=0$.

Given two point sequences $A, B$, with $|A|=n$, $|B|=m$, and a parameter $\varepsilon>0$, denote, for each point $a \in A$, the circle of radius $\varepsilon$ centered at $a$ as $c_{a}$. A point $b \in B$ lies inside a circle $c_{a}$ iff $\|a-b\|_{2} \leq \varepsilon$. We obtain a set $C$ of $n$ congruent circles (all of radius $\varepsilon)$ and a set $P(=B)$ of $m$ points.

Katz and Sharir [9] showed that one can compute a compact representation of the set of pairs of the form $(c, p)$, where $p \in P, c \in C$, and $p$ lies inside $c$, in $O\left(\left(m^{2 / 3} n^{2 / 3}+m+n\right) \log n\right)$ time and space. This information suffices to construct $T$ and invoke the dynamic programming algorithm without using further input comparisons.

Thus in total, when $|A|=|B|=n$, the number of input comparisons is $O\left(n^{4 / 3} \log n\right)$.

## 4 Decision Trees for $L_{1}$ and $L_{\infty}$ in $\mathbb{R}^{d}$

Similar to the Euclidean case, range searching techniques can also be used for the problem under other metrics, for computing the pairwise distance queries in the decision tree. However, as we now show, these techniques, when routinely implemented, will give much weaker results than those stated in Theorem 1 and Theorem 2.

[^58]The simpler case is for the $L_{\infty}$ metric, for which the unit ball in $\mathbb{R}^{d}$ has the form of a $d$-dimensional hypercube. One can compute a $d$-dimensional range tree data structure for the points of $A$, in time $O\left(n \log ^{d-1} n\right)$. For each point $b=\left(b_{1}, \ldots, b_{d}\right) \in B$, denote by $c_{b}$ its corresponding $d$-sphere (under $L_{\infty}$ ) of radius $\varepsilon$, centered at $b$. Clearly, $c_{b}=\left[x_{1}, y_{1}\right] \times$ $\left[x_{2}, y_{2}\right] \times \cdots \times\left[x_{d}, y_{d}\right]$ is a $d$-dimensional hypercube.

For each $b \in B$, we query the range tree with its corresponding hypercube $c_{b}$. This will give us all the points of $A$ that lie in $c_{b}$. Since for each interval of $c_{b}$, the query takes $O(\log n)$ time, the query for $c_{b}$ takes $O\left(\log ^{d} n\right)$ time. Using fractional cascading, this can be improved to $O\left(\log ^{d-1} n\right)$ time. In total, this approach leads to a 2-linear decision tree of depth $O\left(n \log ^{d-1} n\right)$.

For the $L_{1}$ metric, a similar approach will lead to a much weaker result. The unit ball under the $L_{1}$ metric forms a $d$-dimensional cross-polytope with $2^{d}$ facets. Thus, querying such a ball will require $2^{d}$ queries, each performing $O(\log n) 2 d$-linear comparisons, resulting in a $2 d$-linear decision tree of depth $O\left(n \log ^{2^{d}} n\right)$.

The range searching data structure is appropriate also when the queries are not known in advance. Using Fredman's trick, we leverage the fact that in our case all the queries are known in advance, to obtain better decision trees.

The $L_{1}$ discrete Fréchet distance. We start by presenting a 4 -linear decision tree with depth $O(n \log n)$ for the $L_{1}$ discrete Fréchet distance in $\mathbb{R}^{2}$, and then we explain how to modify it to obtain a $2 d$-linear decision tree with depth $O(n \log n)$ for the problem in $\mathbb{R}^{d}$. This will prove Theorem 1.

The following property will allow us to apply Fredman's trick on pairwise distance queries under the $L_{1}$ norm.

For any real numbers $x, y, z \in \mathbb{R},|x|+|y| \leq z$ if and only if all the following inequalities hold.

$$
\begin{array}{rrr}
x+y \leq z, & x-y \leq z \\
-x+y \leq z, & -x-y \leq z
\end{array}
$$

Since the $L_{1}$ distance between a point $a_{i}=\left(x_{i}, y_{i}\right)$ and a point $b_{j}=\left(x_{j}, y_{j}\right)$ is defined by

$$
\left\|a_{i}-b_{j}\right\|_{1}=\left|x_{i}-x_{j}\right|+\left|y_{i}-y_{j}\right|,
$$

the property above leads to the following observation.
Observation 1 For $a_{i}=\left(x_{i}, y_{i}\right), b_{j}=\left(x_{j}, y_{j}\right) \in \mathbb{R}^{2}$, $\left\|a_{i}-b_{j}\right\|_{1} \leq \varepsilon$ if and only if all the following inequalities hold.

$$
\begin{aligned}
x_{i}+y_{i} & \leq x_{j}+y_{j}+\varepsilon \\
x_{i}-y_{i} & \leq x_{j}-y_{j}+\varepsilon \\
y_{i}-x_{i} & \leq y_{j}-x_{j}+\varepsilon \\
-x_{i}-y_{i} & \leq-x_{j}-y_{j}+\varepsilon .
\end{aligned}
$$

This observation is a sort of generalization of Fredman's trick for the $L_{1}$ distance between two points in the plane.

Recall that we are given two point sequences in the plane $A=\left(a_{1}, \ldots, a_{n}\right), B=\left(b_{1}, \ldots, b_{n}\right)$, and a distance parameter $\varepsilon$. The following algorithm determines whether $\delta_{d F}(A, B) \leq \varepsilon$.

1. Sort $D_{1} \stackrel{\text { def }}{=}\left\{x_{i}+y_{i}, x_{j}^{\prime}+y_{j}^{\prime}+\varepsilon \mid\right.$

$$
\left.a_{i}=\left(x_{i}, y_{i}\right) \in A, b_{j}=\left(x_{j}^{\prime}, y_{j}^{\prime}\right) \in B\right\} .
$$

2. Sort $D_{2} \stackrel{\text { def }}{=}\left\{x_{i}-y_{i}, x_{j}^{\prime}-y_{j}^{\prime}+\varepsilon \mid\right.$

$$
\left.a_{i}=\left(x_{i}, y_{i}\right) \in A, b_{j}=\left(x_{j}^{\prime}, y_{j}^{\prime}\right) \in B\right\} .
$$

3. Sort $D_{3} \stackrel{\text { def }}{=}\left\{y_{i}-x_{i}, y_{j}^{\prime}-x_{j}^{\prime}+\varepsilon \mid\right.$

$$
\left.a_{i}=\left(x_{i}, y_{i}\right) \in A, b_{j}=\left(x_{j}^{\prime}, y_{j}^{\prime}\right) \in B\right\} .
$$

4. Sort $D_{4} \stackrel{\text { def }}{=}\left\{-x_{i}-y_{i},-x_{j}^{\prime}-y_{j}^{\prime}+\varepsilon \mid\right.$

$$
\left.a_{i}=\left(x_{i}, y_{i}\right) \in A, b_{j}=\left(x_{j}^{\prime}, y_{j}^{\prime}\right) \in B\right\} .
$$

5. Using Observation 1, given the sorted orders on $D_{1}, \ldots, D_{4}$, construct the $n \times n$ Boolean matrix

$$
T \stackrel{\text { def }}{=}\left(t_{i j}\right), \text { where } t_{i j}= \begin{cases}1 & \text { if }\left\|a_{i}-b_{j}\right\|_{1} \leq \varepsilon \\ 0 & \text { otherwise }\end{cases}
$$

6. Invoke the dynamic programming algorithm using $T$ for the distance queries.

Steps 1-4 require $O(n \log n)$ comparisons. Using Observation 1, Step 5 requires no comparisons (on the raw data) at all, given the sorted orders on $D_{1}, \ldots, D_{4}$. Specifically, to test whether $\left\|a_{i}-b_{j}\right\|_{1} \leq$ $\varepsilon$, we test the four corresponding inequalities from Observation 1. Each inequality test is resolved by the sorted orders on $D_{1}, \ldots, D_{4}$. Step 6 requires no comparisons, given the matrix $T$ from Step 5. All comparisons are sign tests of 4-linear expressions. In total, the number of comparisons is $O(n \log n)$. The algorithm can be implemented to run in $O\left(n^{2}\right)$ time, using only $O(n \log n)$ input comparisons.

The algorithm can easily be extended to $\mathbb{R}^{d}$, by using additional sorting steps (similar to steps 1-4), and lead to a $2 d$-linear decision tree with depth $O(n \log n)$. A generalization of Observation 1 to points $a_{i}=$ $\left(x_{i_{1}}, \ldots, x_{i_{d}}\right), b_{j}=\left(x_{j_{1}}, \ldots, x_{j_{d}}\right)$ in $\mathbb{R}^{d}$ leads to $2^{d}$ inequalities, each defined by a vector $\delta \in\{-1,1\}^{d}$, and has the form

$$
\sum_{k=1}^{d} \delta_{k} x_{i_{k}} \leq \sum_{k=1}^{d} \delta_{k} x_{j_{k}}+\varepsilon
$$

Each such inequality is a $2 d$-linear expression. Thus, for the same problem in $\mathbb{R}^{d}$, the algorithm has $2^{d}$ sorting steps, and all comparisons are sign tests of $2 d$-linear expressions. This proves Theorem 1.

The $L_{\infty}$ discrete Fréchet distance. The previous algorithm can easily be modified (and simplified) for the $L_{\infty}$ norm. As before, we first consider the problem in $\mathbb{R}^{2}$, and later extend it to $\mathbb{R}^{d}$. The $L_{\infty}$ distance between a point $a_{i}=\left(x_{i}, y_{i}\right) \in \mathbb{R}^{2}$ and a point $b_{j}=\left(x_{j}, y_{j}\right) \in \mathbb{R}^{2}$ is defined by $\left\|a_{i}-b_{j}\right\|_{\infty}=$ $\max \left\{\left|x_{i}-x_{j}\right|,\left|y_{i}-y_{j}\right|\right\}$. Hence,

$$
\left\|a_{i}-b_{j}\right\|_{\infty} \leq \varepsilon \Leftrightarrow\left(\left|x_{i}-x_{j}\right| \leq \varepsilon\right) \wedge\left(\left|y_{i}-y_{j}\right| \leq \varepsilon\right) .
$$

Thus we obtain the following observation.

Observation 2 For $a_{i}=\left(x_{i}, y_{i}\right), b_{j}=\left(x_{j}, y_{j}\right) \in \mathbb{R}^{2}$, $\left\|a_{i}-b_{j}\right\|_{\infty} \leq \varepsilon$ if and only if all the following inequalities hold.

$$
\begin{aligned}
x_{i} & \leq x_{j}+\varepsilon, & x_{j} & \leq x_{i}+\varepsilon \\
y_{i} & \leq y_{j}+\varepsilon, & y_{j} & \leq y_{i}+\varepsilon
\end{aligned}
$$

This leads to the following variant of the previous algorithm, where the sets to be sorted are:
$D_{1} \stackrel{\text { def }}{=}\left\{x_{i}, x_{j}^{\prime}+\varepsilon \mid a_{i}=\left(x_{i}, y_{i}\right) \in A, b_{j}=\left(x_{j}^{\prime}, y_{j}^{\prime}\right) \in B\right\}$,
$D_{2} \stackrel{\text { def }}{=}\left\{x_{j}^{\prime}, x_{i}+\varepsilon \mid a_{i}=\left(x_{i}, y_{i}\right) \in A, b_{j}=\left(x_{j}^{\prime}, y_{j}^{\prime}\right) \in B\right\}$,
$D_{3} \stackrel{\text { def }}{=}\left\{y_{i}, y_{j}^{\prime}+\varepsilon \mid a_{i}=\left(x_{i}, y_{i}\right) \in A, b_{j}=\left(x_{j}^{\prime}, y_{j}^{\prime}\right) \in B\right\}$,
$D_{4} \stackrel{\text { def }}{=}\left\{y_{j}^{\prime}, y_{i}^{\prime}+\varepsilon \mid a_{i}=\left(x_{i}, y_{i}\right) \in A, b_{j}=\left(x_{j}^{\prime}, y_{j}^{\prime}\right) \in B\right\}$.
Using Observation 2, given the sorted orders on $D_{1}, \ldots, D_{4}$, one can construct the Boolean matrix

$$
T \stackrel{\text { def }}{=}\left(t_{i j}\right), \text { where } t_{i j}= \begin{cases}1 & \text { if }\left\|a_{i}-b_{j}\right\|_{\infty} \leq \varepsilon \\ 0 & \text { otherwise },\end{cases}
$$

with no further comparisons. Now, one can invoke the dynamic programming algorithm and use $T$ for the distance queries.

Similarly to the $L_{1}$ norm, the above algorithm uses $O(n \log n)$ input comparisons and can be implemented to run in $O\left(n^{2}\right)$ time. Each comparison is a sign test of a 2 -linear expression.

Following a generalization of Observation 2 to points in $\mathbb{R}^{d}$, the algorithm can be extended to $\mathbb{R}^{d}$ by adding additional sorting steps. We have $2 d$ sorting steps for the problem over $\mathbb{R}^{d}$, two for each coordinate. Each comparison will still be a 2 -linear expression, independent of $d$. Thus in total we obtain a 2 -linear decision tree with depth $O(n \log n)$ for the problem in $\mathbb{R}^{d}$, for any constant $d$. This proves Theorem 2.

## 5 Discussion

An intriguing aspect of the presented results is the "large" gap we obtain between the nonuniform and the known uniform complexity of the problems.

For some archetypal problems in $\mathbf{P}$, a gap of $\sqrt{n}$ was shown ${ }^{5}$, starting with the ( $\mathrm{min},+$ )-matrix multiplication [7], to the recent 3SUM and Zero Triangle results [8]. For the Euclidean discrete Fréchet distance in the plane, a gap of $n^{2 / 3}$ was noted above.

The quadratic time algorithm of Eiter and Mannila [5] can compute the discrete Fréchet distance in any metric space. For the $L_{1}$ and $L_{\infty}$ versions, our $O(n \log n)$ decision trees give a gap of $n$. We hope that this "large" gap will motivate the study of the problem in these metrics. In particular, can one obtain a truly subquadratic algorithm for these problems? or on the other hand, does a similar result to the conditional lower bound of Bringmann [2] (for the Euclidean discrete Fréchet distance) can be obtained for the problem under metrics $L_{1}$ and $L_{\infty}$ ?

Another open question is whether our decision trees are optimal. The $\Omega(n \log n)$ lower bound proof in [3] cannot be applied to the $L_{1}$ or $L_{\infty}$ versions, as it exploits the strict convexity of the Euclidean plane.
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#### Abstract

Given a set of polygonal curves we seek to find a "middle curve" that represents the set of curves. We ask that the middle curve consists of points of the input curves and that it minimizes the discrete Fréchet distance to the input curves. We develop algorithms for three different variants of this problem.


## 1 Introduction

Consider a group of animals or people traveling together, several of which are GPS-tagged. Based on their trajectories, i.e., sequences of time-stamped positions, we want to compute a representation of a middle path taken by the group. Because sampled locations are more reliable than positions interpolated in between those, we seek a middle path consisting only of sampled locations. The middle path should be as close as possible to the path of the individuals, hence we ask for it to minimize the discrete Fréchet distance to these. The Fréchet distance [2] and the discrete Fréchet distance [4] are well-known distance measures, which have been used before in trajectory analysis.

We consider three variants of this problem, which we introduce now more formally for two curves. Given two point sequences $P$ and $Q$, of length $n$ and $m$ respectively, and $\varepsilon>0$, we wish to determine whether there exists a middle curve $R$ consisting of points from $P \cup Q$ with $\max \left(d_{F}(R, P), d_{F}(R, Q)\right) \leq \varepsilon$, where $d_{F}$ denotes the discrete Fréchet distance.

In the following definitions we assume that each point in $R$ uniquely corresponds to a point in $P$ or $Q$ (in particular, if $P$ and $Q$ share points). We say the middle curve $R$ is ordered, if any two points of $P$ occurring in $R$ have the same order as in $P$, likewise with points from $Q$. We say the middle curve $R$ is restricted, if points on $R$ are mapped to themselves in a matching realizing the discrete Fréchet distance. That is, consider a point $p$ in $R$ originating from $P$;

[^60]In a matching between $R$ and $P$ realizing $d_{F}(R, P)$, $p$ as a point of $R$ is mapped to itself on $P$.


Figure 1: Example of a middle curve $R$ of curves $P, Q$.

Related work. Several papers [3,5] study the problem of finding a middle curve but without the restriction that the middle curve should consist of points of the input curves. Buchin et al. [3] restrict to use parts of edges of the input, and the aim is to always "stay in the middle" in the sense of a median. Har-Peled and Raichel [5] show that without any restrictions on the middle curve (i.e., neither using input vertices nor edges), a curve minimizing the Fréchet distance to $k$ input curves can be computed in the $k$-dimensional free space using the radius of the smallest enclosing disk as "distance".
2-Approximation. A simple observation is that choosing any of the input curves is a 2 -approximation to minimizing the distance (using the triangle inequality). Thus, we have a 2 -approximation in constant time (not counting the time to output the points of the curve). Also, it is easy to give an example showing that this 2-approximation is tight.
Results. We develop algorithms for three variants of this problem (runtime for $k \geq 2$ curves of size at most $n$ each):

1. An $O\left(n^{k}+n^{2} \log n\right)$ time algorithm for computing an unordered middle curve,
2. An $O\left(n^{2 k}\right)$ time algorithm for computing an ordered middle curve,
3. An $O\left(n^{k} \log ^{k-1} n\right)$ time algorithm for computing an ordered and restricted middle curve.
In the following, we will also call these three cases the "unordered, ordered, and restricted case". In the following sections, we present these algorithms. Due to space restrictions, we focus on describing the algorithms, omitting details and proofs.

## 2 Algorithm for the unordered case

To solve the decision problem for the unordered case, we modify the algorithm for computing the discrete Fréchet distance of two curves [4] as follows. We search again for a path in the free space matrix. Now (in contrast to the original algorithm) we color a vertex $(i, j)$ free iff there exists any vertex $v$ from $P$ or $Q$ such that $v$ has distance $\leq \varepsilon$ to both $p_{i}$ and $q_{j}$. Then again we search for a monotone path in the free space matrix. For the computation problem, we label each vertex $(i, j)$ with $\min _{v \in P \cup Q} \max \left(\left\|v-p_{i}\right\|,\left\|v-q_{j}\right\|\right)$, and search for a path minimizing the maximum label.

The runtime for searching the grid is (in both cases) $O(m n)$. To compute the vertex labels ( $0 \mid 1$ or distances) takes $O(m n(m+n))$ time brute-force (i.e., for each vertex $(i, j)$ test all $(m+n)$ possibilities for $v$ in $O(1)$ time). For $k$ curves of length at most $n$ this takes $O\left(k n^{(k+1)}\right)$ time in total. Next, we describe how to do this more efficiently. Here, we use a circular sweep to determine for each point $p$ all points $q$ such that $(p, q)$ is free, i.e., there is some point $v$ of $P$ or $Q$ which has distance $\leq \varepsilon$ to both $p$ and $q$.
Constructing the free space matrix. For any $p \in P$ :

1. Determine all disks of radius $\varepsilon$ around points in $P \cup Q$ that contain $p$.
2. Determine the union $U$ of those disks. This can be done by divide-and-conquer as follows: Since $U$ is star-shaped its boundary $\partial U$ is a sequence of circular arcs with vertices in between. We maintain the rays from $p$ to these vertices sorted clockwise, say. Then it is easy to merge two boundaries of unions of $n / 2$ disks into one of $n$ disks.
3. Sort all points of $Q$ around $p$ in a clockwise fashion and merge them with the vertices of $\partial U$.
4. Perform a circular sweep around $p$ with the points of $Q$ and the vertices of $\partial U$ as event points. During the sweep, compare each point $q \in Q$ encountered with the intersection point of the ray with the current circular arc of $\partial U$. Thus, it can be determined whether $q$ is also in $U$. If so, mark the entry $(p, q)$ in the free space matrix as "free".

Correctness. For the correctness of the algorithm, observe that for any pair $(p, q)$ chosen in step 4 it must be true that $q$ lies in one of the disks which contain $p$, and vice versa.
Runtime. One execution of step 1 takes time $O(m+$ $n)$. In step 2 , the complexity of $\partial U$ is $O(n)$, see, e.g., [1]. The merging can be done in linear time, so the divide-and-conquer algorithm takes time $O((m+$ $n) \log (m+n))$. Step 3 takes time $O(m \log m)$ for the sorting and $O(m+n)$ for the merging. Step 4 takes linear time. Since these steps are carried out
for each point $p \in P$ the total runtime for setting up the free space matrix is $O(n(m+n) \log (m+n))$. Since the roles of $P$ and $Q$ can be exchanged we can achieve $O(\min (m, n)(m+n) \log (m+n))$ which is $O(m n \log (m n))$.
Output a middle curve. If in addition to a yes-answer for the decision problem also a covering sequence itself is wanted, each circular segment of $\partial U$ should be labeled with the center point of its circle. This label is also entered into the free space matrix so that the sequence of labels of a monotone path gives a feasible unordered sequence for the middle curve.

Optimization problem. Solving the optimization problem can again be done by a binary search on the set of distances between pairs of points from $P \cup Q$ involving in each step the algorithm for the decision problem. This results in a $O\left(m n \log ^{2} m n\right)$ runtime.

Several curves. The decision algorithm can be extended to $k$ curves $P^{1}, \ldots, P^{k}$. Then, having the outer loop for all points $p \in P^{1}$, say, in step 4 we determine which points $p_{2} \in P^{2}, \ldots, p_{k} \in P^{k}$ lie inside $U$, as well. For all combinations $p, p_{2}, \ldots, p_{k}$ the corresponding entries in the $k$-dimensional free space matrix are marked as free. The runtime is $O\left(n_{1} N \log N+M\right)$ where $N=\sum_{i=1}^{k} n_{i}$ and $M=\prod_{i=1}^{k} n_{i}$, which is only a minor improvement over the brute force algorithm with run time $O(N(N+M))$.

## 3 Dynamic programming for the ordered case

Now we present a dynamic programming algorithm for computing an ordered middle curve. As input we assume two sequences $P, Q$ and we search for an ordered middle curve $R$. Let us denote by $P_{i}, 1 \leq i \leq n$, the "prefix" $\left(p_{1}, \ldots, p_{i}\right)$ of a sequence $P=\left(p_{1}, \ldots, p_{n}\right)$. $P_{0}$ is defined as the empty sequence.

Our dynamic programming algorithm operates with four-dimensional Boolean arrays of the form $X[i, j, k, l], 0 \leq i, k \leq n, 0 \leq j, l \leq m$, where $X[i, j, k, l]$ is true iff there exists an ordered sequence $R$ from points in $P_{i} \cup Q_{j}$ with

$$
\max \left(d_{F}\left(R, P_{k}\right), d_{F}\left(R, Q_{l}\right)\right) \leq \varepsilon
$$

We say in this case that $R$ covers $P_{k}$ and $Q_{l}$. Clearly, the decision problem has a positive answer iff $X[n, m, n, m]$ (or any $X[i, j, n, m]$ ) is true.

In order to determine the value of some $X[i, j, k, l]$ from entries of $X$ with lower indices, we need more information, particularly, whether there is a covering sequence $R$ in which the points $p_{i}$ and $q_{j}$ occur, and if they do, whether they occur in the interior or at the end of the sequence. To this end, the array $X$ is the componentwise disjunction of seven Boolean arrays

$$
X=A \vee B \vee C \vee D \vee E \vee F \vee G
$$

with the meanings that a sequence $R$ covering $P_{k}$ and $Q_{l}$ exists with the following properties, respectively:
$A[i, j, k, l]: R$ contains neither $p_{i}$ nor $q_{j}$.
$B[i, j, k, l]: R$ contains $p_{i}$ in its interior but does not contain $q_{j}$.
$C[i, j, k, l]: R$ ends in $p_{i}$ but does not contain $q_{j}$.
$D[i, j, k, l]: R$ contains $q_{j}$ in its interior but does not contain $p_{i}$.
$E[i, j, k, l]: R$ ends in $q_{j}$ but does not contain $p_{i}$.
$F[i, j, k, l]: R$ contains $q_{j}$ in its interior and ends in $p_{i}$.
$G[i, j, k, l]: R$ contains $p_{i}$ in its interior and ends in $q_{j}$.
Observe that $R$ cannot contain both, $p_{i}$ and $q_{j}$, in its interior (i.e. not at the end).

The entries of the arrays can be initialized or computed from entries with lower indices because of the following identities, which hold for each index $i, j, k, l \geq 1$, if that index minus 1 occurs in the formula and for all indices $\geq 0$ otherwise.

$$
\begin{aligned}
A[0,0,0,0] & =\text { true } \\
A[0,0, k, l] & =\text { false for } k \geq 1 \text { or } l \geq 1 \\
A[i, 0, k, l] & =X[i-1,0, k, l] \\
A[0, j, k, l] & =X[0, j-1, k, l] \\
A[i, j, k, l] & =X[i-1, j-1, k, l] \\
B[i, 0, k, l] & =B[0, j, k, l]=\text { false } \\
B[i, j, k, l] & =G[i, j-1, k, l] \vee B[i, j-1, k, l]
\end{aligned}
$$

The first equality is correct, since $p_{i}$ must be at the end of $R$ if no points from $Q$ are available. In the second equality, $G[i, j-1, k, l]$ accounts for the case that $R$ contains $q_{j-1}$ (which then must be at the end) and $B[i, j-1, k, l]$ for the case that it does not.

In the following, let $c l(p, q)$ for points $p$ and $q$ denote the truth value for $\|p-q\| \leq \varepsilon$. These can be determined for all pairs of points in $P \cup Q$ by preprocessing. The following equalities for $C[i, j, k, l]$ are obtained by case distinction whether the final point $p_{i}$ in the sequence $R$ covers only $p_{k}$ and $q_{l}$ or also other points occurring previously in the sequences $P_{k}$ and $Q_{l}$, respectively.

$$
\begin{aligned}
C[i, j, 0, l] & =C[i, j, k, 0]=C[0, j, k, l]=\text { false } \\
C[i, j, k, l] & =c l\left(p_{i}, p_{k}\right) \wedge \operatorname{cl}\left(p_{i}, q_{l}\right) \wedge \\
& (A[i, j, k-1, l-1] \vee C[i, j, k-1, l-1] \\
& \vee C[i, j, k-1, l] \vee C[i, j, k, l-1])
\end{aligned}
$$

The entries of $D$ and $E$ can be determined analogously to the ones of $B$ and $C$ with the roles of $p_{i}$ and $q_{j}$ exchanged. The identities of $F$ have similar explanations as the ones of $C$ :

$$
\begin{aligned}
F[0, j, k, l] & =F[i, 0, k, l]=F[i, j, 0, l] \\
& =F[i, j, k, 0]=\mathrm{false} \\
F[i, j, k, l] & =\operatorname{cl}\left(p_{i}, p_{k}\right) \wedge \operatorname{cl}\left(p_{i}, q_{l}\right) \wedge \\
& (D[i, j, k-1, l-1] \vee E[i, j, k-1, l-1] \\
& \vee F[i, j, k-1, l] \vee F[i, j, k, l-1])
\end{aligned}
$$

The entries of $G$ can be determined analogously to the ones of $F$ with the roles of $p_{i}$ and $q_{j}$ exchanged.

Runtime. The dynamic programm runs in time $O\left(n^{2} m^{2}\right)$ which is the size of each of the eight arrays.
Output a middle curve. Not only the existence of a covering sequence $R$, but $R$ itself can be computed by setting a pointer for each array entry of the form $Y[i, j, k, l]$, which is set to true, to the 4 -tupel(s) of indices at the right hand side of an equality that has made it true. Note that there can be an exponential number of valid middle curves.

Optimization problem. The value of $\max \left(d_{F}(R, P)\right.$, $\left.d_{F}(R, Q)\right)$ must be one of the distances between two points in $P \cup Q$. Therefore, the optimization problem can be solved by determining these distances, sorting them, and finding the correct value by binary search, invoking in each step the decision algorithm with the current value of $\varepsilon$. Altogether, this takes time $O\left(n^{2} m^{2} \log (n+m)\right)$.
Several Curves. The decision (and optimization) algorithm can be generalized to $k$ sequences $P^{1}, \ldots, P^{k}$. The runtime in this case is $O\left(n_{1}^{2} \ldots n_{k}^{2}\right)$ for constant $k$ (but the number of arrays is $2^{k-1}(k+2)-1$ ).

## 4 Algorithm for the Restricted Case

Now the reparameterizations for minimizing $\max \left(d_{F}(R, P), d_{F}(R, Q)\right)$ are restricted to map every vertex of $R$ to itself in the input curve it originated from. This case allows for a more efficient dynamic program.

For this, we define arrays akin to Section 3. Let $X[i, j], 0 \leq i \leq n, 0 \leq j \leq m$, be true iff there exists an ordered sequence $R$ from points in $P_{i} \cup Q_{j}$ with

$$
\max \left(d_{F}\left(R, P_{i}\right), d_{F}\left(R, Q_{j}\right)\right) \leq \varepsilon
$$

with the restriction that any vertex of $R$ is mapped to itself in the input curve it originated from. We say in this case that $R$ restrictively covers $P_{i}$ and $Q_{j}$. Clearly, the decision problem has a positive answer iff $X[n, m]$ is true.

Akin to Section 3 we can write $X$ as a disjunction of three Boolean arrays

$$
X=A \vee C \vee E
$$

with the meanings that a sequence $R$ covering $P_{i}$ and $Q_{j}$ exists with the following properties ${ }^{1}$, respectively:
$A[i, j]: R$ contains neither $p_{i}$ nor $q_{j}$
$C[i, j]: R$ ends in $p_{i}$ (and may or may not contain $q_{j}$ )
$E[i, j]: R$ ends in $q_{j}$ (and may or may not contain $p_{i}$ )

[^61]First we observe that
$A[i, j] \Leftrightarrow \exists i^{\prime}<i$ and $j^{\prime}<j$ such that $\left(C\left[i^{\prime}, j^{\prime}\right] \wedge\right.$ $\left.(i, j) \in U_{P}\left(i^{\prime}, j^{\prime}\right)\right) \vee\left(E\left[i^{\prime}, j^{\prime}\right] \wedge(i, j) \in U_{Q}\left(i^{\prime}, j^{\prime}\right)\right)$
$C[i, j] \Leftrightarrow c l\left(p_{i}, q_{j}\right) \wedge$ there exist $i^{\prime}<i$ and $j^{\prime}<j$ such that $X\left[i^{\prime}, j^{\prime}\right] \wedge\left(i^{\prime}, j^{\prime}\right) \in \hat{L}_{P}(i, j)$
$E[i, j] \Leftrightarrow c l\left(p_{i}, q_{j}\right) \wedge$ there exist $i^{\prime}<i$ and $j^{\prime}<j$ such that $X\left[i^{\prime}, j^{\prime}\right] \wedge\left(i^{\prime}, j^{\prime}\right) \in \hat{L}_{Q}(i, j)$

Here, the upper right wedge $U_{P}\left(i^{\prime}, j^{\prime}\right)$ and the lower left wedge $L_{P}\left(i^{\prime}, j^{\prime}\right)$ represent subsets of point pairs ( $p_{i}, q_{j}$ ) for which $p_{i}$ and $q_{j}$ are both close to $p_{i^{\prime}}$. The upper right wedge consists of the connected set of such close point index pairs $(i, j)$ for which $i^{\prime} \leq i, j^{\prime} \leq j$, and the set contains $\left(i^{\prime}, j^{\prime}\right)$. The lower left wedge consists of the connected set of such close point index pairs $(i, j)$ for which $i \leq i^{\prime}, j \leq j^{\prime}$, and the point set contains ( $i^{\prime}, j^{\prime}$ ).

Finally, we define the extended lower left wedge $\hat{L}_{P}\left(i^{\prime}, j^{\prime}\right)$ which, in addition to all points in the lower left wedge $L_{P}\left(i^{\prime}, j^{\prime}\right)$ also contains the points $(i, j)$ immediately to the left or below, i.e., for which $(i+1, j)$, $(i, j+1)$, or $(i+1, j+1)$ is contained in $L_{P}\left(i^{\prime}, j^{\prime}\right)$. The definition of $U_{Q}\left(i^{\prime}, j^{\prime}\right), L_{Q}\left(i^{\prime}, j^{\prime}\right), \hat{L}_{Q}\left(i^{\prime}, j^{\prime}\right)$ is analogous, consisting of point pairs $\left(p_{i}, q_{j}\right)$ for which $p_{i}$ and $q_{j}$ are both close to $q_{i^{\prime}}$.

We compute $X$ by incrementally adding true points using an enhanced bottom-up dynamic programming. In addition to storing the $(m+1) \times(n+1)$-array $X$, we also store the upper envelope $\bar{X}$ of all true points in $X$ as a 1D array indexed by $i$. This will allow us to efficiently add reachable points to $X$. More specifically, we define $\bar{X}[i]=\max \{j \mid X[i, j]=$ true $\}$. Note that $X$ as well as $\bar{X}$ change during the dynamic programming, as more and more true points get added to $X$.

First, initialize all $X[i, j]$ to false, except for $X[0,0]$ which is set to true. Initialize $\bar{X}[0]=0$, and $\bar{X}[i]=-1$ for all $i>0$.

Then, for $i=1$ to $m$, and for $j=1$ to $n$, compute $X[i, j]$ (and update $\bar{X}$ ) as follows:

- If $X[i, j] \wedge c l\left(p_{i}, q_{j}\right): \operatorname{Add} U_{P}(i, j)$ and $U_{Q}(i, j)$ to $X$, together with a pointer to $(i, j)$ that is labeled $P$ or $Q$ accordingly. An upper wedge is added to $X$ by locating it in $\bar{X}$, updating the points in $X$ that are above $\bar{X}$ by setting them to true, and finally updating $\bar{X}$. We refer to this as updating $X$ and $\bar{X}$ with the wedge. This takes time proportional to the number of points updated.
- If $\neg X[i, j] \wedge c l\left(p_{i}, q_{j}\right)$ : If $\hat{L}_{P}(i, j)$ intersects $\bar{X}$, update $X$ and $\bar{X}$ with $L_{P}(i, j)$ and $U_{P}(i, j)$, and if $\hat{L}_{Q}(i, j)$ intersects $\bar{X}$, update $X$ and $\bar{X}$ with $L_{Q}(i, j)$ and $U_{Q}(i, j)$. Also update pointers labeled with $P$ or $Q$ accordingly. The check can
be done in constant time, and the update takes time proportional to the number of new points updated.

Correctness. For the correctness of the algorithm observe that if $X[i, j]$ holds because of $A[i, j]$, then it is marked when the last point of a covering is processed. If $X[i, j]$ holds by $C[i, j]$ or $E[i, j]$, then this is handled in the $\neg X[i, j] \wedge \operatorname{cl}\left(p_{i}, q_{j}\right)$ case of the algorithm.

Runtime. By storing $\bar{X}$ in a binary search tree the algorithm runs in time $O(m n \log (\min (m, n)))$. For this, store $\bar{X}$ in a binary search tree sorted on $i$ and augmented by the minimum value $\bar{X}[i]$ in a subtree rooted at a node. A rectangle with corners $(i, j)$ and ( $u, r$ ) can be queried by following the two paths to $i$ and $u$. In between those paths process all subtrees with minimum smaller than $r$. Updating the values for $\bar{X}[i]$ and the minimum of these takes logarithmic time as well. Thus, it takes at most logarithmic time both to mark and to process an entry of $X$.

Several Curves. For $k>2$ curves the algorithm works the same with a $k-1$ dimensional range tree for $\bar{X}$, and runtime $O\left(n^{k} \log ^{k-1} n\right)$.
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## 1 Introduction

A significant amount of algorithmic research in recent years has focused on the analysis of trajectories: sequences of time-stamped points which represent the movement of objects over time. Not all moving objects, however, can be reasonably represented as points. Here we hence go beyond this basic setting, by studying moving complex, non-point objects. Specifically, we focus on similarity measures for moving curves which can, for example, model changing coastlines, retreating glacier termini, or slithering snakes.

We base the similarity measures between moving curves on the Fréchet distance. We model a moving curve as a sequence of $T+1$ polylines, each of $P+1$ vertices. Consecutive polylines are interpolated to form a quadrilateral mesh of $P \times T$ quadrilaterals with parameters $(p, t) \in[0, P] \times[0, T]$.

The Fréchet distance is commonly used to determine the similarity between curves $A$ and $B:[0,1] \rightarrow \mathbb{R}^{n}$. A natural generalization to more complex shapes uses the definition of Eq. 1 where $A$ and $B$ have type $X \rightarrow \mathbb{R}^{n}$.

$$
\begin{equation*}
D_{\mathrm{fd}}(A, B)=\inf _{\mu: X \rightarrow X} \sup _{x \in X}\|A(x)-B(\mu(x))\| \tag{1}
\end{equation*}
$$

Here, $\|\cdot\|: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a norm such as the Euclidean norm $\left(L^{2}\right)$ or the Manhattan norm $\left(L^{1}\right)$. The matching $\mu$ ranges over orientation-preserving homeomorphisms (possibly with additional constraints) between the parameter spaces of the shapes compared; as such, it defines a correspondence between the points of the compared shapes. Given one such matching we obtain a distance between $A$ and $B$ by taking the largest distance between any two corresponding points of $A$ and $B$. The Fréchet distance is then the infimum of these distances taken over all possible matchings. For moving points or static curves, we have as parameter space $X=[0,1]$ and for moving curves or static surfaces, we have $X=[0,1]^{2}$. We define various similarity measures by imposing further restrictions on $\mu$.

Related work. The Fréchet distance between point trajectories or polygonal curves can be computed in nearquadratic time [2]. The natural generalization to mov-
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Synchronous Dynamic $O\left(P^{3} T \log P \log (P T)\right)$


Asynchronous Dynamic NP-hard


Asynchronous Constant NP-complete


Orientation-Preserving NP-hard in $\mathbb{R}^{d}, d \geq 2$

Figure 1: Time complexities; classes of matchings are illustrated as images of regular grids.
ing (parameterized) curves is to interpret the curves as surfaces parameterized over time and over the curve parameter. The Fréchet distance between surfaces is NP-hard [5], even for terrains [4]. In terms of positive algorithmic results for general surfaces the Fréchet distance is only known to be semi-computable [1].

When interpreting moving curves as surfaces it is important to take the different roles of the two surface parameters into account: the first is inherently linked to time while the other is linked to space. Depending on the application we do not want to treat these parameters equally. This naturally leads to restricted versions of the Fréchet distance of surfaces. For curves, restricted versions of the Fréchet distance have been previously considered [3, 6]. For surfaces we are not aware of similar results.

Results. We refine the Fréchet distance between surfaces to meaningfully compare moving curves. To do so, we restrict matchings to be one of several suitable classes. Here we often separate the matching into positional and temporal matchings. Representative matchings and running times for the classes considered are illustrated in Fig. 1.

## 2 Synchronous Dynamic Matchings

Synchronous dynamic matchings align timestamps under the identity matching, but the matching of positions may change continuously over time. Specifi-
cally, the matching is defined as $\mu(p, t)=\left(\pi_{t}(p), t\right)$. Here, $\mu(p, t):[0, P] \times[0, T] \rightarrow[0, P] \times[0, T]$ is continuous, and for any $t$ the matching $\pi_{t}:[0, P] \rightarrow[0, P]$ between the two curves is a nondecreasing surjection.

### 2.1 Freespace

Define the 3D freespace $\mathcal{F}_{\varepsilon}^{3 \mathrm{D}} \subseteq[0, P] \times[0, P] \times[0, T]$ by Eq. 2. Then the Fréchet distance is at most $\varepsilon$ if and only if for some matching $\mu$ of the considered class, all points $(x, y, t)$ with $\mu(x, t)=(y, t)$ lie in $\mathcal{F}_{\varepsilon}^{3 \mathrm{D}}$.

$$
\begin{equation*}
(x, y, t) \in \mathcal{F}_{\varepsilon}^{3 \mathrm{D}} \Leftrightarrow\|A(x, t)-B(y, t)\| \leq \varepsilon \tag{2}
\end{equation*}
$$

Define cells $C_{x, y, t}$ of the freespace with $(x, y, t) \in \mathbb{N}^{3}$ by Eq. 3 as the freespace between two quadrilaterals.

$$
\begin{equation*}
C_{x, y, t}=[x, x+1] \times[y, y+1] \times[t, t+1] \cap \mathcal{F}_{\varepsilon}^{3 \mathrm{D}} \tag{3}
\end{equation*}
$$

To determine the conditions under which some matching lies in the freespace, we derive some properties of freespace cells in Lemma 1.

Lemma 1 Any cell $C_{x, y, t}$ has a convex intersection with any line parallel to the $x y$-plane or the $t$-axis.

### 2.2 Freespace Partitions in 2D

Whereas previous algorithms for the decision problem of the Fréchet distance between curves compute a path through the freespace, we use a dual problem that extends to moving curves. We illustrate this dual approach in the fictional 2D freespace of Fig. 2. Here, any matching-such as the red path-must be an $x$ and $y$-monotone path from the bottom left to the top right corner and this matching must avoid all obstacles. Therefore each such matching divides the obstacles in two sets: those above, and those below the matching.
Suppose we are allowed to draw a directed edge from an obstacle $a$ to an obstacle $b$ if and only if any matching that goes over a must necessarily go over $b$. The key observation is that no matching exists if and only if such edges can form a path from the lowerright boundary to the upper-left boundary of the freespace. A


Figure 2: $\mu$ in 2D. few of these edges are drawn in black and gray. In the example, observe that if all obstacles were slightly larger, an edge could connect a blue and green obstacle, connecting the boundaries by the black edges.
In contrast to the 2D freespace where the matching is a path, matchings form surfaces in the case of the 3D freespace. Such a surface again divides the obstacles in the freespace in two sets and can be punctured by a path connecting two boundaries. We shall formalize this approach for the 3D freespace $\left(\mathcal{F}_{\varepsilon}^{3 \mathrm{D}}\right)$.

### 2.3 Freespace Partitions in 3D

Observe that any matching $\mu$ partitions obstacles into two sets, namely those above, and those below $\mu$. Let $O$ be the complete set of obstacles and $D \subseteq O$ be the obstacles below the matching. Then the upper boundary $u$ of the freespace is never in $D$ and the lower boundary $d$ of the freespace is in $D$ for any $\mu$,


Figure 3: $u, d$ and $\mu$. see Fig. 3. The boundaries lie just outside the freespace. Let $O^{\prime}$ consist of all obstacles between the boundaries and let each obstacle be a connected subset of $\mathbb{R}^{3}$.

$$
\begin{aligned}
O & =\{u, d\} \cup O^{\prime} \text { where } \cup O^{\prime}=F \backslash \mathcal{F}_{\varepsilon} \\
F & =[0, P] \times[0, P] \times[0, T] ; \\
u & =\{(x, y, t) \mid(x<0 \wedge y>0) \vee(x<P \wedge y>P)\} \\
d & =\{(x, y, t) \mid(x>0 \wedge y<0) \vee(x>P \wedge y<P)\}
\end{aligned}
$$

Here, we use axes $(x, y, t)$ and say that a point is below some other point if it has a smaller $y$-coordinate. Because each obstacle is a connected set and $\mu$ cannot intersect obstacles, a single obstacle cannot lie on both sides of the same matching. Because all matchings have $u \notin D$ and $d \in D$, a matching exists if and only if $\neg(d \in D \Rightarrow u \in D)$.

We compute a relation $\triangleright$ of elementary dependencies between obstacles, such that its transitive closure $\Theta$ has $d \otimes u$ if and only if $d \in D \Rightarrow u \in D$. Let $a \triangleright b$ if and only if $a \cup b$ is connected ( $a$ touches $b$ ) or there exists some point $\left(x_{a}, y_{a}, t_{a}\right) \in a$ and $\left(x_{b}, y_{b}, t_{b}\right) \in b$ with $x_{a} \leq x_{b}, y_{a} \geq y_{b}$ and $t_{a}=t_{b}$. By Lemmas 2 and 3 , this choice of $\triangleright$ satisfies the required properties and by Theorem 4 we can use the transitive closure $\otimes$ of $\triangleright$ to solve the decision problem of the Fréchet distance.

Lemma 2 If $a \otimes b$, then $a \in D \Rightarrow b \in D$.
Lemma 3 If $d \in D \Rightarrow u \in D$, then $d \otimes u$.
Theorem 4 The Fréchet distance is greater than $\varepsilon$ if and only if $d \otimes u$ for $\varepsilon$.

We choose the set of obstacles $O^{\prime}$ such that $\bigcup O^{\prime}=$ $F \backslash \mathcal{F}_{\varepsilon}$ and the relation $\triangleright$ is easily computable. Note that due to Lemma 1, each connected component contains a corner of a cell, therefore any cell in the freespace contains constantly many (up to eight) components of $F \backslash \mathcal{F}_{\varepsilon}$. As such, we can index the obstacles in $O^{\prime}$ by a grid point $(x, y, t) \in \mathbb{N}^{3}$ combined with one of the adjacent cells (with $(x, y, t)$ as a corner).
$O^{\prime}=\bigcup_{(x, y, t) \in \mathbb{N}^{3} \cap\left(F \backslash \mathcal{F}_{\varepsilon}\right)} O_{x, y, t}^{\prime}$ where
$O_{x, y, t}^{\prime}=\left\{o_{x, y, t, C} \mid\right.$ cell $C$ has $(x, y, t)$ as a corner $\}$,
$o_{x, y, t, C}$ is the maximal connected set with
$(x, y, t) \in o_{x, y, t, C} \subseteq\left(F \backslash \mathcal{F}_{\varepsilon}\right) \cap C$.
Since obstacles in $O_{x, y, t}^{\prime}$ touch at grid point $(x, y, t)$, we treat them as a single obstacle $o_{x, y, t}=\bigcup O_{x, y, t}^{\prime}$. Two obstacles $o_{x, y, t, C}$ and $o_{x^{\prime}, y^{\prime}, t^{\prime}, C}$ represent the same set of points if $(x, y, t)$ is connected to $\left(x^{\prime}, y^{\prime}, t^{\prime}\right)$ within $C$, but treat two such obstacles as distinct obstacles.

Each of the $O\left(P^{2} T\right)$ obstacles is now defined by a constant number of vertices. We therefore assume that for each pair of obstacles $(a, b) \in O^{2}$, we can decide in constant time whether $a \triangleright b$. For each obstacle $a$ in a cell $C_{x, y, t}$, there can only be $O\left(P^{2}\right)$ obstacles $b$ for which $a \triangleright b$; namely obstacles $u, d$, and those in cells $C_{x^{\prime}, y^{\prime}, t^{\prime}}$ with $t^{\prime} \in\{t-1, t, t+1\}$. Therefore we can compute the relation $\triangleright$ in $O\left(P^{4} T\right)$ time.

Testing whether $d \otimes u$ is equivalent to testing whether there exists a path from $d$ to $u$ in the directed graph $(O, \triangleright)$, which can be decided in $O(|\triangleright|)$ time using a depth first search. Thus, the decision problem for the Fréchet distance is solved in $O(|\triangleright|)=O\left(P^{4} T\right)$ time. There are many unnecessary edges in $\triangleright$ which we do not have to compute (see Theorem 5). To compute the exact Fréchet distance, the parametric search of Section 2.4 is applied to the decision problem.

Theorem 5 The decision problem for the synchronous dynamic Fréchet distance is solvable in $O\left(P^{3} T \log P\right)$ time.

### 2.4 Parametric Search

To give an idea of what the 3D freespace looks like, we have drawn the obstacles of the eight cells of the freespace between two quadrilateral meshes of size $P \times T=2 \times 2$ in Fig. 4. Cells of the 3 D freespace lie within cubes and have six faces and twelve edges. According to the axis to which they are parallel, we de-


Figure 4: $[0,2]^{3} \backslash \mathcal{F}_{\varepsilon}^{3 \mathrm{D}}$ note such edges by $x$-, $y$ - or $t$-edges.

We are looking for the minimum value of $\varepsilon$ for which a matching exists. When increasing the value of $\varepsilon$, the relation $\triangleright$ becomes smaller since obstacles shrink. Critical values of $\varepsilon$ occur when $\triangleright$ becomes smaller. Due to Lemma 1, all critical values involve an edge or an $x t$-face or $y t$-face of a cell, but never the internal volume, so the following critical values cover all cases.
a) The minimal $\varepsilon$ such that $(0,0, t) \in \mathcal{F}_{\varepsilon}^{3 \mathrm{D}}$ and $(P, P, t) \in \mathcal{F}_{\varepsilon}^{3 \mathrm{D}}$ for all $t$.
b) An edge of $C_{x, y, t}$ becomes nonempty.
c) The endpoints of two $y$-edges (or two $x$-edges) of $C_{x, y, t}$ and $C_{x+i, y, t}$ (or $C_{x, y-j, t}$ ) align.
d) An endpoint of a $t$-edge of $C_{x, y, t}$ aligns with an endpoint of a $t$-edge of $C_{x+i, y-j, t}$.
e) An obstacle in $C_{x, y, t}$ stops overlapping with an obstacle in $C_{x+i, y, t}$ or $C_{x, y-j, t}$ when projected along the $x$ - or $y$-axis.


Figure 5: $a \triangleright b$ and $a \triangleright c$

We illustrate the need for critical values of type e) in Fig. 5. Here obstacle $a$ overlaps with both obstacles $b$ and $c$ while the overlap in edges does not contribute to $\triangleright$. The critical values of types a), b) and c) resemble those in the paper by Alt and Godau [2]. The endpoints involved in the critical values of type a), b), c) and d) can be captured in $O\left(P^{2} T\right)$ functions.

We apply a parametric search [7] on them to find the minimum critical value $\varepsilon_{\text {abcd }}$ of type a), b), c) or d) for which a matching exists. This parametric search takes $O\left(\left(P^{2} T+\right.\right.$ time $\left.\left._{\text {dec }}\right) \log (P T)\right)$ time where time $_{\mathrm{dec}}=O\left(P^{3} T \log P\right)$ is given by Theorem 5 .

It is unclear how critical values of type e) can be incorporated in the parametric search directly. Instead, we enumerate and sort the $O\left(P^{3} T\right)$ critical values of type e) in $O\left(P^{3} T \log (P T)\right)$ time. Using $O(\log (P T))$ calls to the decision algorithm, we apply a binary search to find the minimum critical value $\varepsilon_{\mathrm{e}}$ of type e) for which a matching exists. Finding $\varepsilon_{\mathrm{e}}$ then takes $O\left(\left(P^{3} T+\right.\right.$ time $\left.\left._{\mathrm{dec}}\right) \log (P T)\right)$ time.

The synchronous dynamic Fréchet distance is then the minimum of $\varepsilon_{\text {abcd }}$ and $\varepsilon_{\mathrm{e}}$. Because the decision problem takes time $_{\text {dec }}=O\left(P^{3} T \log P\right)$ time, the running time of Theorem 6 is achieved for the exact Fréchet distance.

Theorem 6 The synchronous dynamic Fréchet distance can be computed in $O\left(P^{3} T \log P \log (P T)\right)$ time.

## 3 Hardness

We extend the synchronous dynamic class of matchings to the asynchronous dynamic class by allowing realignments of timestamps. Matchings of this class have the form $\mu(p, t)=\left(\pi_{t}(p), \tau(t)\right)$ where $\pi$ and $\tau$ are realign positions and timestamps and the positional matching $\pi_{t}$ changes over time. In the more restricted asynchronous constant class $\mu(p, t)=(\pi(p), \tau(t))$ the
positional matching cannot change over time. The Fréchet distance is in NP for this class because piecewise linear $\pi$ and $\tau$ exist whenever a matching exist.

Theorem 7 Computing the Fréchet distance is in NP for the asynchronous constant class of matchings.

Due to critical values of type e), it is unclear whether every asynchronous dynamic matching admits a piecewise-linear matching $\tau^{*}$ of polynomial size, which would mean that the asynchronous dynamic Fréchet distance is also in NP.
Computing the Fréchet distance is NP-hard for both classes by a reduction from 3-SAT. The idea behind the construction is illustrated in the two height maps of Fig. 6. The height maps represent quadrilateral meshes embedded in $\mathbb{R}^{1}$ and correspond to a single clause in a 3-CNF formula of four variables.

We distinguish valleys (dark), peaks (white on $A$, yellow on $B$ ) and ridges (denoted $X_{i}, F_{i}$ and $T_{i}$ ). Observe that to obtain a low Fréchet distance of $\varepsilon<3$, the $n$-th valley of $A$ must be matched with the $n$-th valley of $B$. Moreover, each ridge $X_{i}$ must be matched with $F_{i}$ or $T_{i}$ and each peak of $A$ must be matched to a peak of $B$. Note that even for asynchronous dynamic matchings, if $X_{i}$ is matched to $F_{i}$ it cannot be matched to $T_{i}$ and vice-versa because the (red) valley separating $F_{i}$ and $T_{i}$ has distance 3 from $X_{i}$.

Consider a 3-CNF formula with $n$ variables and $m$ clauses, then $A$ and $B$ consist of $m$ clauses along the $t$ axis and $n$ variables $\left(X_{1} \ldots X_{n}\right.$ and $\left.F_{1}, T_{1} \ldots F_{n}, T_{n}\right)$ along the $p$-axis. The $k$-th clause of $A$ is matched to the $k$-th clause of $B$ due to the elevation pattern on the far left $(p=0)$. This means that the peaks of $A$ are matched with peaks of the same clause on $B$ and for these peaks have the same timestamp because $\tau(t)$ does not depend on $p$. For each clause, there are three rows (timestamps) of $B$ with peaks on the ridges. On each such timestamp, exactly one ridge (depending on the disjuncts of the clause) does not have a peak. Specifically, if a clause has $X_{i}$ or $\neg X_{i}$ as its $k$-th disjunct, then the $k$-th row of that clause has no peak on ridge $F_{i}$ or $T_{i}$, respectively. By Theorem 10, it is


Figure 6: Meshes $A$ (top) and $B$ (bottom) in $\mathbb{R}^{1}$ (indicated by color). Their Fréchet distance is two isolines if ( $X_{2} \vee \neg X_{3} \vee \neg X_{4}$ ) is satisfiable and three otherwise.
then NP-hard to approximate the Fréchet distance within a factor 1.5.

Under the class of orientation-preserving homeomorphisms (restricted by aligning the four corners between of the meshes), we can embed the meshes in $\mathbb{R}^{2}$ and ensure that all points on $A$ of the same timestamp are matched to similar timestamps of $B$ and Theorem 11 follows.

Lemma 8 The Fréchet distance between two such moving curves is at least 3 if the corresponding 3-CNF formula is unsatisfiable.

Lemma 9 The Fréchet distance between two such moving curves is at most 2 if the corresponding 3-CNF formula is satisfiable.

Theorem 10 No polynomial time algorithm can approximate the asynchronous constant or asynchronous dynamic Fréchet distance between two quadrilateral meshes in $\mathbb{R}^{1}$ within a factor 1.5 unless $P=N P$.

Theorem 11 No polynomial time algorithm can approximate the orientation-preserving Fréchet distance between quadrilateral meshes in $\mathbb{R}^{2}$ under the maximum norm within a factor 1.5 unless $P=N P$.
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# Exact solutions for the continuous 1.5D Terrain Guarding Problem 
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#### Abstract

In the $N P$-hard continuous 1.5-dimensional Terrain Guarding Problem (TGP) we are given an $x$ monotone chain (the terrain $T$ ) and ask for the minimum number of point guards (located anywhere on $T$ ), such that all points of $T$ are covered. We recently gave guard candidate and witness sets of polynomial size, $G$ and $W$, such that there exists a minimumcardinality guard cover $G^{*} \subseteq G$ that covers $T$, and when these guards monitor all points in $W$, all of $T$ is guarded. This leads to a PTAS as well as an (exact) IP formulation for TGP. In this paper, we significantly reduce the size of $G$ and $W$, allowing us to propose an algorithm for reliably finding exact, optimal solutions for instances with 100000 vertices within seconds.


## 1 Introduction

Let a terrain $T$ denote an $x$-monotone chain defined by its vertices $V=\left\{v_{1}, \ldots, v_{n}\right\}$. It has edges $E=$ $\left\{e_{1}, \ldots, e_{n-1}\right\}$ with $e_{i}=\overline{v_{i} v_{i+1}}$. For $p, q \in T$, we write $p<q$ if $p$ is left of $q$.

A point $p \in T$ sees or covers $q \in T$ iff $\overline{p q}$ is nowhere below $T . \mathcal{V}(p)$ is the visibility region of $p$ with $\mathcal{V}(p)=$ $\{q \in T \mid p$ sees $q\} . \mathcal{V}(p)$ is not necessarily connected, and can be considered as the union of $\mathrm{O}(n)$ maximal subterrains, compare Figure 1. We say that $q \in \mathcal{V}(p)$ is extremal in $\mathcal{V}(p)$, if $q$ has a maximal or minimal $x$-coordinate within its connected component of $\mathcal{V}(p)$. For $G \subseteq T$ we abbreviate $\mathcal{V}(G):=\bigcup_{g \in G} \mathcal{V}(g)$. A set $G \subseteq T$ with $\mathcal{V}(G)=T$ is named a (guard) cover of $T$. In this context, $g \in G$ is referred to as guard.

Definition 1 (Terrain Guarding Problem) For a terrain $T$ and sets of guard candidates and witnesses, $G$ and $W$, the Terrain Guarding Problem (TGP), $\operatorname{TGP}(G, W)$, asks for a minimum-cardinality $G^{*} \subseteq G$ such that $W \subseteq \mathcal{V}\left(G^{*}\right)$. We assume $W \subseteq$ $\mathcal{V}(G)$, i. e., that $\operatorname{TGP}(G, W)$ has a feasible solution.
$\operatorname{TGP}(T, T)$ is the continuous TGP and $\operatorname{TGP}(V, T)$ that with vertex guards. Motivation for terrain guard-
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Figure 1: The visibility region $\mathcal{V}(p)$ of point $p$ (blue).
ing is the placement of street lights or security cameras along roads [8], and the optimal placement of antennas for line-of-sight communication networks [1].

### 1.1 Related Work

The terrain guarding problem is closely related to the well known Art Gallery Problem where the objective is to find a minimum cardinality guard set that covers a given polygon. See, e.g., O'Rourke [12] for a detailed survey on classical results and de Rezende et al. [5] for recent computational developments.

For the terrain guarding problem the focus was on approximation algorithms $[1,3,10,6]$, because $N P$ hardness was generally assumed but only shown in 2010 by King and Krohn [11]. In 2009, Gibson et al. [8] showed that the discrete terrain guarding problem $\operatorname{TGP}(G, W)$, where $G$ and $W$ are finite subsets of the terrain $T$, allows a polynomial time approximation scheme (PTAS) based on local search. For the continuous problem we recently [7] gave polynomial size guard and witness sets, $G$ and $W$, such that there exists an optimal guard cover $G^{*} \subseteq G$ that covers $T$. This leads to a PTAS as well as an (exact) IP formulation for the continuous terrain guarding problem.

Our Contribution After summarizing the essentials of our discretization [7] (Section 2) we derive a filter that significantly reduces the size of constructed sets $G$ and $W$ (Section 3). This drastically reduces the overall complexity, making it possible to devise a reliable algorithm producing optimal solutions for instances of 100000 vertices within seconds on a desktop PC; see Section 4.

## 2 Discretization

This section summarizes our discretization from [7]. Section 2.1 shows how to construct a finite witness set $W(G)$ from a given finite guard candidate set $G \subset T$ such that any feasible solution of $\operatorname{TGP}(G, W(G))$ is feasible for $\operatorname{TGP}(G, T)$ as well. Section 2.2 discusses a


Figure 2: Visibility overlay of three guards.
finite set of guards $U$ that allows minimum-cardinality coverage of $T$. An IP formulation for an exact solutions as well as a PTAS built upon [8] follows.

### 2.1 Witnesses

Suppose we are given a terrain $T$ and a finite set $G \subset T$ of guard candidates with $\mathcal{V}(G)=T$. We provide a witness set $W(G)$ such that $\operatorname{TGP}(G, T)=$ $\operatorname{TGP}(G, W(G))$ by computing the overlay of all visibility intervals of all guards in $G$ as indicated in Figure 2. It forms a subdivision consisting of features $f$ (either maximal intervals or end points). Every point in $f$ is seen by the same set of guards

$$
\begin{equation*}
G(f)=\{g \in G \mid f \subseteq \mathcal{V}(g)\} \tag{1}
\end{equation*}
$$

It is thus sufficient to cover one representative witness $w_{f}$ in each feature $f$ of the overlay:

$$
\begin{equation*}
W_{T}(G)=\left\{w_{f} \mid f\right\} \tag{2}
\end{equation*}
$$

which we refer to as trivial witnesses. Similar to shadow atomic visibility polygons [5], we can reduce the number of witnesses by only using shadow witnesses, i. e., witnesses in features $f$, such that $G(f) \subseteq$ $G\left(f^{\prime}\right)$ for the neighboring features $f^{\prime}$ of $f$ :

$$
\begin{equation*}
W_{S}(G)=\left\{w_{f} \mid f, G(f) \text { is inclusion-minimal }\right\} \tag{3}
\end{equation*}
$$

The asymptotic complexity remains unchanged: $\left|W_{S}(G)\right|,\left|W_{T}(G)\right| \in \mathrm{O}(n|G|)$ [7], but in practice, $\left|W_{S}(G)\right| \ll\left|W_{T}(G)\right|$. So picking $W(G):=W_{S}(G)$ does make a difference; see Section 4.

### 2.2 Guard Positions

Throughout this section, let $T$ be a terrain, $V$ its vertices and $E$ its edges; let $C \subset T$ be some finite, possibly optimal, guard cover of $T$. Moreover, let $U$ be all vertices and their visibility regions' extremal points:

$$
\begin{equation*}
U:=V \cup \bigcup_{v \in V}\{p \mid p \text { is extremal in } \mathcal{V}(v)\} \tag{4}
\end{equation*}
$$

It is easy to see that $U$ has cardinality $\mathrm{O}\left(n^{2}\right)$ [1]. We show that for any cover $C$ it is always possible to move guards in $C \backslash U$ to a neighboring point in $U$ without losing coverage. In particular, this is possible for an optimal guard cover.


Figure 3: The edge $e_{i}$ is critical w.r.t. $g_{\ell}$ and $g_{r}$. The right (left) part of $e_{i}$ is seen by $g_{\ell}\left(g_{r}\right)$ only.

First observe that we can not lose coverage for an edge $e$ that is entirely covered by a guard $g \in C \backslash U$ if we move $g$ to one of its neighbors in $U$.

Lemma 2 ([7]) Let $g \in C \backslash U$ be a guard that covers an entire edge $e_{i} \in E$. Then $u_{\ell}, u_{r}$, the $U$-neighbors of $g$ with

$$
\begin{align*}
& u_{\ell}=\max \{u \in U \mid u<g\} \\
& u_{r}=\min \{u \in U \mid g<u\} \tag{5}
\end{align*}
$$

each entirely cover $e_{i}$, too.
It remains to consider edges that are not entirely covered by a single guard; see Figure 3:

Definition 3 (Critical Edge) $e \in E$ is a critical edge w.r.t. $g$ in the cover $C$ if $C \backslash\{g\}$ covers some part of, but not all of, e.

Definition 4 (Left-Guard/Right-Guard) $g \in C$ is a left-guard (right-guard) of $e_{i} \in E$ if $g<v_{i}\left(v_{i+1}<\right.$ $g)$ and $e_{i}$ is critical w.r.t. $g$. We call $g$ left-guard (right-guard) if it is a left-guard (right-guard) of some $e \in E$.

The following Lemma, which is a stronger variant than one given in [7], shows that we can move a leftguard $g \in C \backslash V$ to its left neighbors in $V$.

Lemma 5 ([7]) Let $C$ be some finite cover of $T, g \in$ $C \backslash V$ be a left- but no right-guard, and let $v_{\ell}$ be the left neighbor in $V$ of $g$. Then

$$
\begin{equation*}
C^{\prime}=(C \backslash\{g\}) \cup\left\{v_{\ell}\right\} \tag{6}
\end{equation*}
$$

is a guard cover of $T$.
Proof. Since g is a left-guard there must exists a corresponding right-guard $g_{r}$ as depicted in Figure 4. $g$ is dominated to its left by $g_{r}$. Moreover, $g$ is dominated to its right by $v_{\ell}$; see Figure 5. Hence, we can replace $g$ by $v_{\ell}$.

The following lemma is also a stronger version of one given in [7]. It states that no guard that is not on a vertex can be a left- and right-guard at the same time. We skip the proof, but the idea is given in Figure 4.

Lemma 6 Let $C$ be some finite cover of $T$. No $g \notin V$ is both a left- and a right-guard.


Figure 4: Left-guard $g$ is dominated to its left by right-guard $g_{r}$. If $g$ would also be a right-guard, then left-guard $g_{\ell}$ would dominate $g$ to its right as well, implying that $g$ is not necessary at all.


Figure 5: $v_{\ell}$ dominates $g$ to its right.
Hence, there is no guard that is left- and rightguard at the same time. Moreover, by Lemma 5 we know that left/right-guards can even be moved to their left/right neighbor in $V$. Only free guards, i.e., guards that are neither left- nor right-guards, require the set $U$; see Lemma 2. It follows:

Theorem 7 ([7]) Let $T$ be a terrain, $C \subset T$ a finite guard cover of $T$, possibly of minimum cardinality, and consider $U$ as defined in Equation (4). Then there exists a guard cover $C^{\prime} \subseteq U$ of $T$ with $\left|C^{\prime}\right|=|C|$.

### 2.3 Complete Discretization and IP

Combining the above results implies:
Theorem 8 ([7]) Let $T$ be a terrain, $U$ and $W_{S}(U)$ as defined in Equations (4) and (3). Then: If $C$ is solution of $\operatorname{TGP}\left(U, W_{S}(U)\right)$ of minimal cardinality, $C$ is also an optimal solution of $\operatorname{TGP}(T, T)$.

As described in [7], combining this with [8] directly implies the existence of a PTAS for $\operatorname{TGP}(T, T)$. Also, an IP formulation immediately follows which is the basis for our algorithm:

$$
\begin{align*}
& \min \sum_{g \in U} x_{g}  \tag{7}\\
& \text { s.t. } \sum_{\substack{g \in \mathcal{V}(w) \cap U}} x_{g} \geq 1 \quad \forall w \in W_{S}(U)  \tag{8}\\
& x_{g} \in\{0,1\} \quad \forall g \in U \tag{9}
\end{align*}
$$

Observation 1 ([7]) : The set of guard candidates $U$ has cardinality $\mathrm{O}\left(n^{2}\right)$, the witness set $W_{S}(U)$ has cardinality $\mathrm{O}\left(n^{3}\right)$.

## 3 Reducing the Number of Guard Candidates

For practical purposes, we need to reduce the size of $U$. The reason for that is twofold: (1) Fewer guards
need less memory and reduce the number of variables in the IP. (2) Having fewer guards automatically generates less witnesses, further reducing IP size. We present two filtering mechanisms.

### 3.1 Free-guard Filter

Consider all guard candidates in the interior of an edge $e, U_{e}=e \cap(U \backslash V)$ and recall that when moving a guard across $u \in U_{e}$, a vertex becomes visible or invisible. The set of edges entirely seen by $u, E_{u}$, defines a partial order on $U_{e}: u$ is inclusion-maximal, if $E_{u^{\prime}} \subseteq E_{u}$ for all $u^{\prime} \in U_{e}$. We show it suffices to consider the inclusion-maximal guard candidates w.r.t. this ordering.

Theorem 9 Let $U_{e}^{\prime}$ be the set that only contains inclusion-maximal guard positions of $U_{e}$ w.r.t. entire edges. $U_{e}^{\prime}$ contains all guard candidates in the interior of $e$ that are required for an optimal cover of $T$.

Proof. By Lemma 5 a left/right-guard can even be moved to its left/right neighbor in $V$. By Lemma 6, it remains to consider free guards, that is, guards that are only responsible for covering entire edges, which can obviously be replaced by an inclusion-maximal alternative.

Hence, we can filter out candidates in $U$ that are not inclusion-maximal. By remembering which vertex generated which point in $U$, this filter can be applied within one pass over the set $U$, specifically, without calculating visibility regions for any point in $U \backslash V$.

### 3.2 Domination Test

Obviously, for different $g, g^{\prime} \in U$ with $\mathcal{V}\left(g^{\prime}\right) \subseteq \mathcal{V}(g)$, $U \backslash\left\{g^{\prime}\right\}$ still admits an optimal guard cover. It takes $\mathrm{O}\left(n|U|^{2}\right)=\mathrm{O}\left(n^{5}\right)$ time to filter out all dominated guards from $U$. Our implementation applies it only to neighboring $g, g^{\prime}$, which takes $\mathrm{O}(n|U|)$ time and still eliminates many guard candidates.

## 4 Implementation and Experiments

We implemented the following algorithm to determine an optimal solution of $\operatorname{TGP}(T, T)$ : (i) Compute $U$ as in Equation (4), optionally (i-a) filter $U$ as in Section 3.1, and, (i-b) filter $U$ as in Section 3.2. (ii) Determine shadow or trivial witnesses as in Equation (3) or (2) from the remaining candidates in $U$. (iii) Solve (7) - (9).

The geometric part, phase (i)-(ii), of our implementation is based on CGAL [2] and follows the exact geometric computation (EGC) paradigm. Specifically, it uses the new algorithms for visibility in terrains presented in [9], which are part of the upcoming Visibility

| $n$ | Default | NoDom | Trivial | NoFree |
| :---: | :---: | :---: | :---: | :---: |
| $10^{3}$ | $100 \%$ | $100 \%$ | $100 \%$ | $100 \%$ |
| $10^{4}$ | $100 \%$ | $100 \%$ | $75 \%$ | $100 \%$ |
| $10^{5}$ | $100 \%$ | $99 \%$ | $41 \%$ | $48 \%$ |

Table 1: Optimal solution rates.


Figure 6: CPU-time spent by subroutine.
package of CGAL. Phase (iii) uses CPLEX-12.1.0 [4] for solving the IPs.

The tests were run on Intel Core i7-3770 CPUs with 3.4 GHz , with imposed time- and memory limits of 900 s and 12 GB. For each $n \in\{1000,10000,100000\}$, we tested 80 instances with $n$ vertices. In order to determine the effect of each optional step, we tested the following configurations of the algorithm: Default runs both filters and shadow witnesses; Trivial applies all filters, but uses trivial witnesses; NoFree applies only filter (i-b), using shadow witnesses; NoDom applies only filter (i-a), and uses shadow witnesses. Hence, we test the version with all features enabled and disable one feature at a time.

Table 1 indicates how effective our algorithm configurations were within the allotted limits: Default and NoDom clearly outperform Trivial and NoFree. Thus, even though our filtering mechanisms do not reduce the asymptotic complexity of $U$ and $W(U)$, they save our algorithm both memory and time. On average, Default eliminated $98.4 \%$ of $U$.

Figure 6 shows how much time was spent in which phase. It suggests that the time spent removing adjacent dominated guards roughly balances with the benefits from a reduced IP size. The additional amount of witnesses in Trivial increases IP solution times. Not filtering the free guard candidates in NoFree deals a devastating blow to performance: It imposes many more visibility calculations and, paradoxically, increases filtering times, caused by the sheer amount of guards that have to be checked for domination.

Note that, due to efficient implementation, the bottleneck of our algorithm is not the $N P$-hard IP solver phase, nor a time problem at all; $92 \%$ of the unsuccessful runs (of all configurations and input sizes) terminated due to running out of memory, not time. This is owed to the fact that, even with good filters, many visibility regions have to be stored, all of them with
exact (not floating-point) coordinates-another indicator why it is important to filter guards. Especially the free guard filter from Theorem 9 has a very positive effect, because it can be run before calculating the non-vertex-guards' visibility regions.

## 5 Conclusion

We significantly reduced the the number of guard candidates in our discretization [7] of $\operatorname{TGP}(T, T)$. This allows us to reliably find exact, optimal guard covers for 100000 -vertex terrains within seconds on a desktop computer.
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#### Abstract

Visibility is a well studied problem in computational geometry as it is used as a basic building block by many algorithms. In this paper we focus on visibility in 1.5 D terrains. We report on new implementations and corresponding experimental evaluations for an extended version of the sweep line algorithm recently presented by Löffler et al. as well as a variant incorporating ideas of the Triangular Expansion algorithm for polygons of Bungiu et al. Our algorithms are currently submitted as an extension of the upcoming visibility package of the Computational Geometry Algorithms Library (CGAL).


## 1 Introduction

Let $T$ denote a terrain, that is, an $x$-monotone chain defined by its vertices $V=\left\{v_{1}, \ldots, v_{n}\right\}$. It has edges $E=\left\{e_{1}, \ldots, e_{n-1}\right\}$ with $e_{i}=\overline{v_{i} v_{i+1}}$. A point $p$ placed anywhere on or above $T$ sees $q \in T$ iff $\overline{p q}$ is nowhere below $T . \mathcal{V}(p)$ is the visibility map of $p$ with $\mathcal{V}(p)=\{q \in T \mid p$ sees $q\} . \mathcal{V}(p)$ is not necessarily connected, and can be considered as the union of $\mathrm{O}(n)$ maximal subterrains. For a set of $m$ view points $P$ we abbreviate $\mathcal{V}(P):=\bigcup_{p \in P} \mathcal{V}(p)$, see Figure 1 for an example of a visibility map of two points.


Figure 1: The visibility map of two viewpoints (blue dots).
We are interested in an efficient computation of $\mathcal{V}(P)$ for $|P|=m \geq 1$, which is an important building block in our ongoing efforts [7] to provide optimal guard covers of 1.5 D terrains. A problem that occurs in the context of the placement of street lights or security cameras along roads [9], or the optimal placement of antennas for line-of-sight communication networks [2].

[^64]Setting up the integer program (IP) for the terrain guarding problem (TGP) described in [6] by Friedrichs et al., requires the construction of $\mathcal{V}(p)$ for each guard candidate, which in turn requires the processing of many single viewpoint queries for the same terrain. The feasibility of a solution can then be verified with a fast algorithm for multiple viewpoints. Therefore, we are interested in efficient implementations of visibility algorithms, both, for the particular case with a single viewpoint and for the case with multiple viewpoints.

For a single viewpoint we could use existing algorithms for the computation of visibility in polygons by closing the unbounded space above the 1.5 D terrain, which transforms it into a simple polygon. This is a well-known problem with a number of established algorithms, see the book by Ghosh [8]. The problem of computing $\mathcal{V}(q)$ was first addressed for simple polygons in [5]. The first correct $O(n)$ time algorithm was given by Joe and Simpson [12]. Regarding algorithms with preprocessing, Ghodsi et al. [10] reduced the query time for simple polygons to $O(\log n+k)$, where $k$ is the complexity of the visibility region, at the expense of preprocessing requiring $O\left(n^{3}\right)$ time and space. In [3] Bose et al. showed that this time can also be achieved for points outside of $P$ with an $O\left(n^{3} \log n\right)$ preprocessing time, while $O\left(n^{3}\right)$ space remains. Aronov et al. [1] reduced the preprocessing time and space to $O\left(n^{2} \log n\right)$ and $O\left(n^{2}\right)$ respectively with the query time being increased to $O\left(\log ^{2} n+k\right)$. However, all these algorithms are not applicable because they require too much space. Recently, Bungiu et al. [4] introduced and implemented the Triangular Expansion algorithm. The algorithm only requires linear space and, for simple polygons, guarantees $O(n)$ query time. As we reuse some of its ideas, we recap this algorithm in more detail in Section 2.

A naive approach to determine the visibility map for multiple viewpoints is therefore to compute and union the visibility map for each viewpoint, which would take $O(n m)$ time. Recently, Löffler et al. [11, 13] proposed an $O(n+m \log m)$ sweep line algorithm to compute the visibility map for viewpoints placed on the terrain vertices. However, in contrast to the naive approach, the information of $\mathcal{V}(p)$ for each individual viewpoint $p \in P$ is lost. We recap this algorithm as well in Section 2.

### 1.1 Our Results

- We present a new algorithm - and its implementation - that combines the essential ideas of the Triangular Expansion and the sweep line algorithm of Löffler et al.
- Additionally, we provide an exact and efficient implementation of the sweep line algorithm of Löffler et al., which we extended to handle viewpoints placed arbitrary above the terrain.
- We report on an experimental evaluation of the implementations.
- All implementations will be published as part of the upcoming visibility package of CGAL.


## 2 Related Algorithms

In this section we review the Triangular Expansion algorithm [4] and the sweep line algorithm for multiple viewpoints in its improved version by Löffler et al. [13]. We incorporate ideas from both algorithms into the new triangular sweep algorithm presented in Section 3.

### 2.1 Triangular Expansion [4]

The algorithm computes the visibility polygon in $O(n h)$ time, where $h$ is the number of holes of the input polygon $P$. Thus, for terrains the running time is linear.

The algorithm first triangulates the polygon in a preprocessing step and uses the computed triangulation ${ }^{1}$ to achieve better query times. For a query point $p$, the triangle that contains $p$ is located and from there on, the algorithm proceeds in a recursive manner. It tries to expand the view through every edge of the triangle into the next one. Initially, both endpoints of an edge $e$ restrict the view and the neighboring triangle $\Delta$ is entered through $e$. Then, the view can be restricted further by vertices of $P$. The algorithm recurses through one or both of the other edges of $\Delta$, depending on whether only one or both of them are seen, respectively.

See Figure 2 for an illustration. Seen from $q$ the vertex $v$ is between $\ell$ and $r$, thus both edges $e_{\ell}$ and $e_{r}$ must be considered: $e_{\ell}$ is a boundary edge and the algorithm reports edges $\overline{\ell \ell^{\prime}}$ and $\overline{\ell^{\prime} v} ; e_{r}$ is not a boundary edge, which implies that the recursion continues with $v$ being the vertex that now restricts the left side of the view.

The processing of the queries often run in sublinear time because only the triangles that are seen by the query point $p$ are processed.

[^65]

Figure 2: Triangular Expansion algorithm; recursion entering triangle $\Delta$ through edge $e$. [4]

### 2.2 Sweep by Löffler et al. [13]

The algorithm computes the visibility map in three steps. It sweeps the terrain from left to right and computes the left-visibility map. The left-visibility map is defined as all the points on the terrain that are seen from a viewpoint to their left. The rightvisibility map is analogously defined, and computed with a sweep from right to left. Afterwards both maps are merged. For $n$ vertices and $m$ viewpoints, this takes $O(n+m \log m)$ time. We now discuss the sweep from left to right.

Definition 2.1 $A$ viewpoint $p_{1}$ dominates another viewpoint $p_{2}$ at a given $x$-coordinate $x$ if for all $p \in T$ with $p_{x} \geq x$ it holds that if $p_{2}$ sees $p$, then $p_{1}$ also sees $p$.

The following corollary follows from the order claim by Ben-Moshe et al. (Claim 2.1 in [2]):

Corollary 2.1 (Corollary 1 in [13]) Let $q \in T$ be a point visible from viewpoints $p_{i}$ and $p_{j}$, with $p_{i}$ to the left of $p_{j}$. For any $w \in T$ to the right of $q$, if $p_{i}$ does not see $w$, then $p_{j}$ does not see $w$ either (i.e., $p_{i}$ dominates $p_{j}$ at $q_{x}$ ).

The main idea is to keep track of the changes between visible and not visible while sweeping the terrain, taking advantage of the fact that it is not required to know which points of $T$ are seen by which viewpoint. The status of the sweep line is an ordered set $L$ of shadow rays corresponding to a set of viewpoints that are not visible at the moment; see Figure 3 . Every time two rays intersect, only the one with the corresponding viewpoint more to left is relevant for the rest of the algorithm - the other viewpoint is dominated from that point on (see Corollary 2 in [13]). If the terrain is currently seen, in addition, the leftmost viewpoint that currently sees the intersection of the sweep line and the terrain is stored.

The set of all event points is comprised of all the vertices and all the intersections between rays. Dur-


Figure 3: Sweep line algorithm; at the intersection point $s$, the viewpoint $p_{j}$ will be dominated by $p_{i}$. The corresponding ray $r_{j}$ can be simply deleted from the status of the sweep line. The left-visibility map w.r.t. the current sweep line is shown in blue.
ing the sweep, the current edge is tested for an intersection with the currently lowermost ray in $L$ to determine when a viewpoint becomes visible again.

## 3 Triangular Sweep

This algorithm combines the ideas of the two algorithms described in Section 2. It sweeps the terrain essentially the same way as the sweep line algorithm by Löffler et al. does. Specifically, it also performs a sweep for each direction and a subsequent merge step. However, the algorithm only starts with an approximation of the terrain and refines it when necessary.

In a preprocessing step a constraint Delaunay triangulation is computed, with the terrain edges being the constraint edges. This is only done once and only requires $O(n)$ space. A query then starts with a very rough estimation of the terrain, namely the upper part of the convex hull, which can be easily obtained from the triangulation. At first, the algorithm only considers the convex hull edges above the terrain and processes them from left to right (left sweep), i.e., they are kept on a stack with the leftmost edge being the top edge. If a new viewpoint is in between the endpoints of an edge or if a shadow ray intersects the edge, the algorithm refines the terrain and replaces the edge with the two edges below; see Figure 4. Constraint edges are ordinary terrain edges and are handled as such.

With this approach large portions of the terrain that are not seen are skipped, without the need to process every single edge of the terrain. This is worthwhile for $m \ll n$, especially for the particular case when $m=1$, which is useful when one wants to know the visibility map of each single viewpoint for a set of viewpoints.

The terrain is refined at most $O(n)$ times and each refine step takes only constant time. Thus, the algorithm has the same worst-case running time of $O(n+m \log m)$ as the sweep by Löffler et el.


Figure 4: Triangular Sweep; light blue edges are currently on the stack. Edge $e$ is on top and processed next. Ray $r$ intersects edge $e$, thus $e$ will be replaced by $e_{i}$ and $e_{j}$. Edge $e_{i}$ will be on top and will be handled next.

## 4 Experiments

In this section we compare the implementation of the Triangular Sweep with the implementation of the sweep of Löffler et al. [13]. We also compare with the implementations [4] of the Triangular Expansion algorithm and the algorithm by Joe and Simpson. As both algorithms are for polygons we converted the terrain to a simple polygon and only measured the time to compute the visibility polygon, i.e., we did not measure the subsequent conversion to a visibility map. All algorithms are implemented in $\mathrm{C}++$, and are part of the upcoming visibility package of CGAL. As such, all follow the exact geometric computing paradigm.

We have two different scenarios: 1. Single Viewpoints - for some applications the visibility region for each single viewpoint is of interest; see the Integer Program in [6] for example. For this scenario, we used every vertex of a terrain as a separate query. Thus, for a terrain with 1,000 vertices, 1,000 queries were run. 2. Multiple Viewpoints - computing the visibility map for a whole set of viewpoints. That is, we randomly chose a specific percentage of vertices as viewpoints.

We tested two types of terrains, which are depicted in Figure 5 and Figure 6. For the benchmarks we used instances ranging from 100 up to $1,000,000$ vertices.

The experiments were run on an Intel Core i53210 M CPU at 2.5 GHz with 3 MB cache and 16 GB main memory running a 64 -bit Ubuntu 14.04 LTS operating system. The code was compiled with gcc 4.8.2.


Figure 5: Random-Walk instance with 1,000 vertices.
For the first scenario, depicted in Figure 7, we can observe that the preprocessing of the two triangular approaches pays off on larger instances. The difference between the normal sweep and the Triangular Sweep is more than two orders of magnitude


Figure 6: Parabola-Walk instance with 1,000 vertices.


Figure 7: Results for $m=1$. The average time per query is shown.


Figure 8: Results for $m \geq 1$ with an instance size of $1,000,000$ vertices. A percentage of vertices was chosen at random as viewpoints. The first entry corresponds to exactly one vertex. The results are averaged over 20 different Random-Walk and 20 different Parabola-Walk instances.
for Random-Walk instances of size $10^{5}$ and still more than one order magnitude for the Parabola-Walk instances.

However, for the second scenario (shown in Figure 8) the Triangular Sweep becomes slower at some point. By choosing $1 \%$ of the vertices at random as viewpoints, the resulting visibility map already covered roughly $12.5 \%$ of the terrain, $10 \%$ covered more than $50 \%$ and at the peek at $40 \%$ viewpoints the visibility map covered around $95 \%$ of the terrain. As a result, the additional overhead of maintaining the triangulation edges on the stack outweighed the gain of skipping the unseen terrain parts. Additionally, the cost to maintain the lowermost ray increases with
more viewpoints, however, it is not affected at all by the Triangular Sweep.

The drop in runtime at the end is due to two facts; (i) The complexity of the visibility map decreases at some point (we store the projected intervals on the $x$-axis, i.e., only one interval is stored in case the whole terrain is seen). (ii) The maximum number of simultaneous events in the event queue decreases and drops down to 1 when every vertex is also a viewpoint. Thus, insertions into the queue can be done even without any geometric comparisons at all.
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#### Abstract

We present an experimental study of different strategies for triangulating polygons in parallel. As usual, we call three consecutive vertices of a polygon an ear if the triangle that is spanned by them is completely inside of the polygon. Extensive tests on thousands of sample polygons indicate that most polygons have a linear number of ears. This experimental result suggests that polygon-triangulation algorithms based on ear clipping might be well-suited for parallelization.

We discuss three different on-core approaches to parallelizing ear clipping and report on our experimental findings. Extensive tests show that the most promising method achieves a speedup by a factor of roughly $k$ on a machine with $k$ cores.


## 1 Introduction

An ear of a planar simple polygon $P$ is formed by three consecutive vertices $\left(v_{i-1}, v_{i}, v_{i+1}\right)$ if the open line segment $\overline{v_{i-1}, v_{i+1}}$ is completely contained in the interior of $P$ (see Fig. 1). It is well-known [2] that ( $v_{i-1}$, $v_{i}, v_{i+1}$ ) form an ear of $P$ if and only if (i) $v_{i}$ is convex, and (ii) the closure of the triangle $\Delta\left(v_{i-1}, v_{i}, v_{i+1}\right)$ does not contain any reflex vertex of $P$ (except possibly $v_{i-1}$ or $\left.v_{i+1}\right)$. Hence, if $\left(v_{i-1}, v_{i}, v_{i+1}\right)$ is an ear of $P$ then the line segment $\overline{v_{i-1}, v_{i+1}}$ forms a diagonal of $P$. Clipping this ear by inserting this diagonal cuts off the vertex $v_{i}$, the "base" of the ear, thus reducing the number of vertices of $P$ by one.

The basic idea of ear clipping is to iteratively cut off ears until the polygon has shrunk to a triangle. The algorithm's correctness hinges upon Meisters' twoears theorem which states that every simple polygon with four or more vertices has at least two non-overlapping ears [4].

Typically, an implementation of an ear-clipping algorithm will operate in two phases. Classification: Iterate along the contour of $P$ to determine all instances of three consecutive vertices that form an ear of $P$. All potential ears are stored in a queue. Clipping: Iteratively pick an ear from the queue and clip it. As an ear $\left(v_{i}, v_{j}, v_{k}\right)$ is clipped and stored in a triangle list, its two outer vertices $v_{i}$ and $v_{k}$ have to be

[^66]checked whether they form the bases of new ears after the clipping of $\left(v_{i}, v_{j}, v_{k}\right)$. Every newly found ear is added to the queue. Note that the queue may contain candidate ears which are no longer part of the polygon. The process ends for an $n$-vertex input polygon $P$ when $n-3$ ears have been clipped and, thus, the triangle list together with the final triangle forms a complete triangulation of $P$.

Ear clipping forms the basis of the FIST triangulation algorithm and ANSI-C implementation, Held's fast industrial-strength triangulation tool [2]. Key features of FIST include speed and robustness. While the basic ear-clipping algorithm has an $\mathcal{O}\left(n^{2}\right)$ worstcase complexity, FIST employs multi-level geometric hashing to speed up the computation to near-linear time for almost all (real-world and contrived) inputs. Extensive tests [3] showed that FIST's careful engineering allows it to run flawlessly on a standard floating-point arithmetic.

Ear clipping is, ostensibly, limited to triangulating simple polygons. FIST, however, also handles polygons with holes by converting them in a preprocessing step: so-called bridges are inserted to connect all hole polygons directly or indirectly to the outer boundary polygon, turning a polygon with holes into one (slightly degenerate) simple polygon, which can then be triangulated using ear clipping.


Figure 1: (a) An ear defined by the vertices $v_{i-1}, v_{i}, v_{i+1}$ where $v_{i}$ is convex; (b) A reflex vertex $v_{r}$ violates the second condition.

## 2 Prior Work

Surprisingly little work has been done on parallel triangulations. The literature focuses mostly on (Delaunay) triangulations of point sets rather than polygons, see for instance Rong et al. [6] and Xin et al. [8].

In 2013, Qi et al. [5] introduced a primarily GPUbased algorithm to compute constrained Delaunay tri-


Figure 2: The repair process used in the divide and conquer algorithm.
angulations. In a first step they compute a Voronoi diagram, i.e., the dual of the Delaunay triangulation. Constraints are then added to obtain the constrained Delaunay triangulation (CDT). Their approach scales well on the GPU and seems to be the currently best solution if an NVIDIA GPU is available.

## 3 Our Contribution

We study the prevalence of ears in our vast set of test data (see Sec. 5) and find that, on average, about half of all vertices of a given polygon form the bases of ears. If we look only at convex vertices then a vast majority ( $98 \%$ ) of them belong to ears. This is significantly more than the two ears guaranteed by Meisters' theorem [4] and, hence, suggests that clipping many ears simultaneously is feasible.

We therefore extend the classic FIST ear-clipping algorithm such that it can operate in parallel. We present three particular variants: a divide-andconquer algorithm, an algorithm that uses a partitioning of the contour and a mark-and-cut approach. All algorithms were implemented within the FIST framework and compared to the conventional FIST.

## 4 Parallel Ear-Clipping Algorithms

In the sequential version of FIST, on average, about $80 \%$ of the time is spent for classification and clipping of the ears, while only approximately $20 \%$ is spent on preprocessing, such as data cleaning and bridge finding to convert polygons with holes into degenerate (weakly-)simple polygons. We therefore concentrate our parallelization efforts on the classification and clipping phases.

### 4.1 Divide and Conquer

The basic idea is to split the polygon into as many sub-polygons as CPU cores are available. All subpolygons shall have roughly the same number of vertices. Since it seems costly to determine suitable diagonals that achieve balanced splits, we simply use vertical lines to split the polygon. Using the SutherlandHodgman algorithm [7], we can split a polygon along a line $\ell$ in time $\mathcal{O}(n)$, at a cost of at most $\mathcal{O}(n)$ Steiner
points given by the number of intersections between $\ell$ and the edges of the polygon. (In practice, the number of Steiner points seems to be bounded by $\sqrt{n}$ for almost all but contrived inputs.)

We then run one (sequential) FIST instance per core to obtain a triangulation of each sub-polygon. A concatenation of the triangulations of all sub-polygons yields a triangulation of $P$, albeit with Steiner points which have to be removed.

Consider a pair of consecutive Steiner points $s_{a}$ and $s_{b}$. We remove them and all their incident triangles, and we repair the contour by re-joining vertices that were adjacent previously. The removal of incident triangles leaves a hole $H$ which forms a "double starshaped" polygon, where every point of $H$ is visible from at least one of the Steiner points $s_{a}$ and $s_{b}$, see Fig. 2b.

Using $s_{a}$ as start vertex, we walk counter-clockwise along the boundary of $H$. If we find a vertex that is not visible from $s_{a}$, then we store the preceding vertex as $p$. If all vertices are visible, then we stop the test when we reach the second Steiner point $s_{b}$ and store the last vertex before $s_{b}$ as $p$. Then we start the same search clockwise, starting again at $s_{a}$, and obtain $q$.

We divide $H$ into two star-shaped polygons $H_{1}, H_{2}$ by adding the diagonal $\overline{p q}$. Each of them has one of the original Steiner points in its nucleus, see Fig. 2c. Now every triangle based at a convex vertex of $H_{1}$ and $H_{2}$ forms an ear as long as it does not contain either $s_{a}$ or $s_{b}$. Hence, both holes can be triangulated easily.

### 4.2 Partition and Cut

In this approach, we use the sequential classification step to partition the contour of the polygon into $k$ different sets. We choose $k$ to correspond to the number of cores we want to run on. The sequential FIST walks along the polygon, tests each vertex triple for its ear property, and stores all ears in one queue. To parallelize, we set the number of queues equal to $k$ and split the polygon into $k$ polygonal chains with roughly $n / k$ many vertices each. Additionally, we memorize $k$ contour vertices between the chains. These corner vertices are important for the parallel clipping to ensure that no thread oversteps its partition boundaries;


Figure 3: (a) A simple polygon $P$ already partitioned into four chains. (b) The four corner vertices are highlighted. (c) A partition-and-cut triangulation.
see Fig. 3b.
In the parallel clipping phase, each thread processes all ears from its queue. As usual, clipping the ear $\left(v_{i-1}, v_{i}, v_{i+1}\right)$ involves checking whether $v_{i \pm 1}$ has become the basis of a new ear. If so, and if $v_{i \pm 1}$ is no corner vertex, then $v_{i \pm 1}$ is added to the queue.

After all $k$ queues are empty, the parallel clipping phase is completed. Now we finish the triangulation with a sequential run of FIST. This will remove the remaining vertices from our polygon.

### 4.3 Mark and Cut

This algorithm builds on the fact that every second ear along the polygon's contour is non-overlapping. Hence, we can mark those ears and clip them immediately without conflicts. We only need one additional data structure, namely an array $A$ to store the indices of all marked ears.

In the mark phase, we walk along the polygon once and store the index of every other vertex in $A$. Additionally we only take convex vertices and add flags to check if a triangle has already been checked for its ear-property. In the cut phase, we check for each vertex $v_{i}$ in $A$ whether $\left(v_{i-1}, v_{i}, v_{i+1}\right)$ forms an ear. If so, we clip this ear and store the triangle $\Delta\left(v_{i-1}, v_{i}, v_{i+1}\right)$ in the triangle array at position $i$. Since we considered only every other vertex, ears that we find cannot overlap.

Every ear can be clipped only once and for every clipped ear only one vertex is removed from the polygon. Thus, we can use the index $i$ of a removed vertex $v_{i}$ as an index for the stored triangle and avoid any collisions.

The algorithm is designed to work in parallel without locks or atomics. Initially, we start the mark phase and mark the first half of the contour as described above. Then we let all threads but one run through the first half of the array $A$ in parallel and check each vertex (cut phase). The remaining thread marks the second half of the contour and stores the vertex indices in the second half of $A$. After all threads are finished, the procedure starts again with
marking the first half of the remaining contour and cutting the vertices stored in the second half of $A$ and so on.

Once only a low number of new triangles can be generated in a cut phase, we run the sequential version of FIST on the remaining polygon.

## 5 Experimental Results

We implemented the parallel variants of FIST as an on-core parallelization by the use of OpenMP/C++.

Our test system runs CentOS 6.5 on an 2014 Intel Xeon E5-2667 v3 CPU at 3.20 GHz with 8 cores and 132 GB RAM.

Our implementations were tested on about twenty thousand polygons with up to four million vertices per input, consisting of both real-world and contrived data of different characteristics, including CAD/CAM designs, printed-circuit board layouts, geographic maps, closed fractal and space filling curves, starshaped and random polygons generated by RPG [1], as well as sampled spline curves and font outlines. Some datasets contain circular arcs, which we approximated by polygonal chains in a preprocessing step. Similarly, we used the standard (sequential) FIST to convert all multiply-connected polygonal areas to (slightly degenerate) simple polygons by inserting bridges.

In our tests, we compare the runtime of our parallel algorithms to the runtime of the conventional sequential FIST. The plots of Fig. 4 show the speedups that we achieved.

We observe the overall best result for the mark-andcut algorithm (Fig. 4c), with an average speedup of 8 when using eight cores or 4 when using four cores. In any case, parallelization seems to pay off once the input polygon has at least about fifteen thousand vertices. Some test sets yield a speedup of over $k$ while employing $k$ cores. This is a result of the different storage structure used in the sequential version of FIST.

Tests on other systems with up to 64 cores did not


Figure 4: Speedup of parallelization approaches as a function of input size. In (a), (b), and (c) we see speedups for different numbers of threads. For the divide-and-conquer approach this is the same as the number of sub-polygons used.
scale as well as presumed. However, those systems were multi-CPU systems which seem to behave differently than the multi-core system which we used, for reasons not yet fully understood.

Summarizing, we present experimental evidence that an algorithm for triangulating polygons based on ear clipping can be parallelized for efficient execution on multi-core computers. Since current personal computers are equipped with quad-core processors, the triangulation of a polygon can be accomplished about four times as fast with our parallel variants of FIST in most cases.
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#### Abstract

A conflict-free coloring, or CF-coloring for short, of a set $P$ of points in the plane with respect to disks is a coloring of the points of $P$ with the following property: for any disk $D$ containing at least one point of $P$ there is a point $p \in P \cap D$ so that no other point $q \in P \cap D$ has the same color as $p$. In this paper we study the problem of maintaining such a CF-coloring when the points in $P$ move. We present two methods for this and evaluate the maximum number of colors used as well as the number of recolorings, both in theory and experimentally.


## 1 Introduction

Wireless communication is commonplace in many applications, varying from mobile consumer devices like cell-phones to specialized networks for autonomous robots. For clear wireless communication it is important to avoid interference. In general interference-free communication is achieved by using different frequencies for different communication channels. However, the number of available frequency ranges is limited so it is impossible to assign a unique frequency to every communication channel. A more clever frequencyassignment scheme is therefore needed. Finding a proper assignment of frequencies is often modeled as the problem of computing a so-called conflict-free coloring, or CF-coloring for short, where different colors represent different frequencies.

In this paper we look at the problem of finding a CF-coloring with respect to disks for a set $P$ of points in the plane. That is, we want to assign colors to the points of $P$ so that every disk $D$ containing at least one point of $P$ contains a unique color. More formally, we want to assign a color $\operatorname{color}(p)$ to each point $p \in P$ so that the following property holds: for every disk $D$ containing at least one point of $P$, there is a point $p \in P \cap D$ so that for any point $q \in P \cap D \backslash\{p\}$ we have $\operatorname{color}(p) \neq \operatorname{color}(q)$. It is convenient to identify the $i$-th color with the integer $i$. The goal is then to minimize the maximum color used in the CF-coloring.

[^67]The problem was introduced by Even et al. [5] who provide a framework for finding CF-colorings with respect to disks and several other types of regions. Their algorithm works by finding independent sets on a sequence of Delaunay triangulations of subsets of $P$ and uses $O(\log n)$ colors, which is asymptotically optimal $[5,7]$. Several variants of the problem have also been studied. For example, Har-Peled et al. [6] provide a probabilistic algorithm that works for simple regions with low union-complexity, as well as several algorithms for special cases such as axis-aligned rectangles. They also study $k$-CF-coloring, which is a relaxation of a regular CF-coloring. In a $k$-CF-coloring each region need not contain a unique color, but instead a color that occurs between 1 and $k$ times in that region. There are also several results for online CFcoloring, where points are added incrementally and must be assigned a color when added without knowledge of points to come [2, 4]. Additional background can be found in a recent survey by Smorodinsky [8].

All these papers assume the transmitters are stationary and frequencies are assigned exactly once. This may however not always be the case. For mobile RFID scanners or networks of autonomous robots, for example, the frequency assignment may need to change as the transmitters move. Unfortunately changing the frequency of a transmitter is often undesirable as it may interrupt current communications with that transmitter. This leads us to study the problem maintaining a conflict-free coloring in the so called Kinetic Data Structures (KDS) framework.

Following the KDS framework as introduced by Basch et al. [3] we assume that we know the trajectories of the points (at least in the short term). The goal is now to maintain a CF-coloring of the points as they move along these trajectories. In frequency assignment, changing the frequency of a transmitter is usually expensive. Therefore, we focus on keeping the number of recolorings low while using $O(\log n)$ colors. We provide two algorithms for this, both based on the algorithm by Even et al. [5]. For both algorithms we provide a theoretical analysis and an experimental analysis of the maximum number of colors used and of the number of recolorings.

## 2 The algorithms

First we describe the algorithm by Even et al. [5] for static points in more detail, as our kinetic algo-
rithms are based on this. The algorithm is recursive and starts by computing the Delaunay triangulation $\mathcal{D} \mathcal{T}\left(P_{1}\right)$ of the complete point set $P_{1}:=P$. The next step is to find a large independent set $I_{1} \subset P_{1}$ in $\mathcal{D} \mathcal{T}\left(P_{1}\right)$. All points in $I_{1}$ receive color 1. On the set $P_{2}:=P_{1} \backslash I_{1}$ a new Delaunay triangulation and independent set $I_{2}$ are computed, then the points in $I_{2}$ receive color 2, and the algorithm proceeds with $P_{3}:=P_{2} \backslash I_{2}$. This process is repeated until all points are colored. If we compute the independent set in each $\mathcal{D} \mathcal{T}\left(P_{i}\right)$ in a greedy manner, by considering the points in order of increasing degree, we can guarantee that $\left|I_{i}\right| \geqslant\left|P_{i}\right| / 6$, which implies that the algorithm finishes after $O(\log n)$ rounds. The proof that this procedure produces a conflict-free coloring was given-in a more general setting-by Even et al. [5].

Next we adapt the static algorithm to a kinetic setting where points move along known constantcomplexity curves. From the above it is clear that as long as none of the Delaunay triangulations change, then the coloring remains conflict-free. However, as the points move the Delaunay triangulation can change, namely when four points that form a quadrangle in the Delaunay triangulation become co-circular. When this happens a diagonal of the quadrangle flips, which may invalidate the independent set. Under known motions these co-circularities are not difficult to detect and kinetic data structures exist that maintain a Delaunay triangulation and support insertion and deletion of vertices [1]. Therefore we focus on repairing the independent sets when such a flip occurs. We propose two different methods, a greedy method and a lazy method.

In the following we describe what the two methods do when a flip occurs between vertices within a quadrangle $Q:=Q(p, q, r, s)$, where the edge $p r$ is replaced by $q s$. The quadrangle $Q$ may exist in the Delaunay triangulation of multiple consecutive levels, but only in the last level $i$ where it occurs can one or more of the points $p, q, r, s$ be in the independent set. This follows from the fact that a point in the independent set of level $i$ cannot occur in any level $j>i$. We denote this level by $\operatorname{lev}(Q)$ and use $k$ to denote the total number of colors used before recovering.

Lazy updates. In the lazy approach we check if the new edge connects two points in the independent set, thus making the set no longer independent. If so, we recolor one of the two conflicting vertices to a new color. As a result the independent set of each layer will slowly become smaller compared to the total number of points in that layer. When the independent set becomes too small, we completely recompute the structure from that layer onward.

In more detail, let $Q:=Q(p, q, r, s)$ denote the quadrangle within which the flip occurred, where edge
$p r$ is replaced by $q s$. Let $i:=\operatorname{lev}(Q)$. When the edge $p r$ flips to edge $q s$, we check if $q$ and $s$ are both in the independent set $I_{i}$. If so, we remove one of the two, say $q$, from $I_{i}$, give it a new color $k+1$ and add it to all sets $P_{j}$ for $i<j \leqslant k+1$. Note that any two points that were independent in $\mathcal{D} \mathcal{T}\left(P_{j}\right)$ are still independent in $\mathcal{D} \mathcal{T}\left(P_{j} \cup\{q\}\right)$. Since we reduced $I_{i}$ in size we check if it has become too small. More precisely, we check if $\left|I_{i}\right|<\left|P_{i}\right| / 12$, and if so we recolor $P_{i}$ entirely by running the static algorithm on $P_{i}$. We call this a reset at level $i$. If we do not do a reset at level $i$, we check if $\left|I_{j}\right|<\left|P_{j}\right| / 12$ for some $j>i$. (This is needed since we added $q$ to all sets $P_{j}$ for $i<j \leqslant k+1$.) If this is the case for some levels $j$, we do a reset at the smallest such level $j$.

Lemma 1 Maintaining a CF-coloring with lazy updates ensures that we use at most $O(\log n)$ colors at any time.

Proof. Each update guarantees that the sets $I_{i}$ are independent. Following the proof of Even et al. [5] this is enough to enough to show the coloring remain conflict-free. Since we guarantee that each independent set $I_{i}$ contains at least $\left|P_{i}\right| / 12$ points at any time, $O(\log n)$ colors are used.

Our goal is to guarantee a CF-coloring using as few recolorings as possible. Therefore, we now study the number of recolorings that this method makes. It is easy to see that a single flip in a Delaunay triangulation may cause $\Theta(n)$ recolorings: if a flip triggers a reset of the first level, then all points may be recolored. However, this does not happen often since our greedy independent-set computation guarantees that initially $\left|I_{i}\right| \geqslant\left|P_{i}\right| / 6$, whereas we won't reset until $\left|I_{i}\right|<\left|P_{i}\right| / 12$. Most events-that is, flips in the Delaunay triangulation - do not cause many recolorings and we can in fact prove that amortized only $O(\log n)$ recolorings happen per event.

Lemma 2 Each event triggers $O(\log n)$ recolorings amortized.

Proof. We prove this using an accounting scheme, where each point $p$ has a wallet $W_{i}(p)$ with a certain amount of money, for every level $i$ where it occurs. To recolor a point it must pay $€ 1$. Thus, when doing a reset at level $i$, all points in $P_{i}$ must pay $€ 1$. Next we show that in each event we have to spend only $O(\log n)$ euro to guarantee we can pay for all recolorings. We keep as an invariant that any point $p$ in every level $i$ where it occurs has at least

$$
1-\frac{\left|I_{i}\right|-\left|P_{i}\right| / 12}{\left|P_{i}\right| / 12}=2-\frac{12\left|I_{i}\right|}{\left|P_{i}\right|} \text { euros }
$$

in its wallet $W_{i}(p)$. Note that since $\left|I_{i}\right| \geqslant\left|P_{i}\right| / 6$ after a reset at level $i$, the points need not have any money
immediately after a reset. Moreover, a reset occurs when $\left|I_{i}\right|<\left|P_{i}\right| / 12$, so then each point has at least $€ 1$ and can pay for its recoloring.

Next we show we need to spend no more than $O(\log n)$ euro per event to maintain the invariant. Consider an event that causes point $q$ to be removed from the independent set $I_{i}$ and added to a new level $P_{k+1}$. The wallets for points in levels $j<i$ do not change as the set $P_{j}$ and $I_{j}$ do not change. In level $i$ the size of $P_{i}$ remains the same, but $I_{i}$ becomes one smaller. Let $I_{i}$ and $P_{i}$ denote the independent set and complete set of points in level $i$ before the event and $I_{i}^{\prime}$ and $P_{i}^{\prime}$ the same sets after the event. Before the event we know that each point $p \in P_{i}$ has at least $2-12\left|I_{i}\right| /\left|P_{i}\right|$ euro. After the event it should have at least $2-12\left|I_{i}^{\prime}\right| /\left|P_{i}^{\prime}\right|=2-12\left(\left|I_{i}\right|-1\right) /\left|P_{i}\right|$ euro. To ensure this we must give each point at most $12 /\left|P_{i}\right|$ euro, so at most $€ 12$ in total for all points in level $i$.

The money to be payed to levels $j>i$ is calculated as follows. Before the event each point in level $j$ has at least $2-12\left|I_{j}\right| /\left|P_{j}\right|$ euro and after the event it must have at least $2-12\left|I_{j}\right| /\left(\left|P_{j}\right|+1\right)$ euro. This means we should pay each point in $P_{j}$ (not including $q$ )

$$
\frac{12\left|I_{j}\right|}{\left|P_{j}\right|}-\frac{12\left|I_{j}\right|}{\left|P_{j}\right|+1}=\frac{12\left|I_{j}\right|}{\left|P_{j}\right|\left(\left|P_{j}\right|+1\right)} \leqslant \frac{12}{\left|P_{j}\right|+1} \text { euro. }
$$

Since we have to pay this to $\left|P_{j}\right|$ points, this costs us no more than $€ 12$ per level. Lastly we have not yet filled the wallet for the point $q$ in all the levels it has been added to. However, in each level it requires at most $€ 1$. In total we spend no more than $€ 13$ per level, so $O(\log n)$ euro in total.

Greedy updates. In the lazy approach we do $O(\log n)$ recolorings amortized per event, but in some updates we may have to recolor all points. We can try to avoid this worst-case behavior by keeping the independent sets large. To this end, at each event we not only remove a point from an independent set, but we also try to add new points. We maintain as an invariant that each independent set is a maximal independent set consisting only of points with degree less than 12. This produces an independent set $I_{i}$ with $\left|I_{i}\right| \geqslant\left|P_{i}\right| / 24$, as at least half the vertices have degree less than 12 and choosing one of these eliminates no more than 12 from becoming part of the independent set. Next we discuss the updates necessary to maintain this invariant.

Consider an event that is a flip within quadrangle $Q:=Q(p, q, r, s)$, where the edge $p r$ is replaced by edge $q s$. We denote by $l e v^{*}(Q)$ the first level (that is, with smallest index $i$ ) where this flip occurs. When processing the event we start at $\operatorname{lev}^{*}(Q)$ and then proceed to later levels. In each level we have the following situation. We have a current set $P_{i}$ with Delaunay triangulation $\mathcal{D} \mathcal{T}\left(P_{i}\right)$ and two (possibly empty) sets $P_{i}^{+}$and $P_{i}^{-}$. The set $P_{i}^{+}$contains
points that are "pushed down" from the parent level because they are no longer in the independent set at that level; the set $P_{i}^{-}$contains points that are "pulled up" from the parent level because they have just been added to the independent set at the parent level. We then update the Delaunay triangulation by construct$\operatorname{ing} \mathcal{D} \mathcal{T}\left(\left(P_{i} \cup P_{i}^{+}\right) \backslash P_{i}^{-}\right)$, update the independent set $I_{i}$, and construct the sets $P_{i+1}^{+}$and $P_{i+1}^{-}$by looking at the differences between old and new independent set $I_{i}$.

In more detail we proceed as follows. We start by computing $\mathcal{D} \mathcal{T}\left(\left(P_{i} \cup P_{i}^{+}\right) \backslash P_{i}^{-}\right)$. Note that for $i=l e v^{*}(Q)$ we have $P_{i}^{+}=P_{i}^{-}=\emptyset$, but the Delaunay triangulation still changes because of the flip in $Q$. Let $P_{i}^{*}$ denote the set of points whose neighbor set has changed, including the set $P_{i}^{+}$of new points. Now for the points in $P_{i}^{*} \cap I_{i}$ we test if they still have degree below 12 , otherwise we remove them from $I_{i}$. Then we check if any two vertices remaining in the independent set are connected, and we remove one of them if needed. We repeat this until no more connected pairs exist, and we have obtained an independent set for the new Delaunay triangulation. Next we make the independent set maximal by greedily adding points with degree less than 12 that are not connected to any points of the independent set. The resulting set is the new independent set $I_{i}$. As already mentioned, we then construct the sets $P_{i+1}^{+}$and $P_{i+1}^{-}$by looking at the differences between old and new independent set $I_{i}$. Note that the sets $P_{i}^{+}$and $P_{i}^{-}$(and, hence, the set $P_{i}^{*}$ of "affected points") may grow as we go down the levels. Unfortunately it seems hard to prevent this, which makes it difficult to bound the worst-case number of recolorings. Fortunately our experiments (see below) show that in practice the avalanche effect is limited and not too many recolorings occur per event.

## 3 Experimental results

We showed some basic theoretical bounds for the number of recolorings. However, especially for the greedy approach it seems unlikely that in practice we need many recolorings per step. We therefore implemented both algorithms in order to count the number of recolorings. For our input we use sets of points that move along straight lines within a bounding box. To avoid points going outside the bounding box, they bounce back when hitting the edge of bounding box. We ran our implementation of the two methods for sets of moving points ranging from 20 to 2000 points and measure the number of recolorings per step as well as the total number of colors used. For 100 points the results can be found in Fig. 1. The results with other amounts of points are summarized in Table 1 and are based on a run of 10,000 events-that is, flips in any of the Delaunay graphs.

The graphs of Fig. 1 clearly show the difference between the two methods. The lazy method has a very


Figure 1: Number of recolorings indicated in red and total number of colors used in green for the lazy (left) and greedy (right) method. Both are measured from an instance with 100 moving points over 2500 events.

|  | Lazy Updates |  |  |  |  | Greedy Updates |  |  |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | \#Colors |  |  |  | \#Recolorings |  |  |  | \#Colors |  |  |  |
| n | avg | $\max$ | $\frac{\operatorname{avg}}{\log n}$ | $\frac{\max }{\log n}$ | total | $\max$ | avg | $\max$ | $\frac{\operatorname{avg}}{\log n}$ | $\frac{\max }{\log n}$ | total | max |
| 20 | 12.4 | 15 | 2.9 | 3.5 | 1232 | 20 | 8.2 | 10 | 1.9 | 2.3 | 6414 | 12 |
| 50 | 17.2 | 22 | 3.0 | 3.8 | 1569 | 50 | 11.2 | 14 | 2.0 | 2.5 | 8036 | 19 |
| 100 | 20.9 | 28 | 3.1 | 4.2 | 2017 | 100 | 13.5 | 16 | 2.0 | 2.4 | 9834 | 24 |
| 200 | 24.6 | 31 | 3.2 | 4.1 | 2275 | 200 | 15.9 | 18 | 2.1 | 2.4 | 12034 | 27 |
| 500 | 28.3 | 35 | 3.2 | 3.9 | 2879 | 337 | 19.1 | 21 | 2.1 | 2.3 | 15248 | 34 |
| 1000 | 31.3 | 38 | 3.1 | 3.8 | 4064 | 444 | 21.3 | 23 | 2.1 | 2.3 | 18406 | 62 |
| 2000 | 34.0 | 42 | 3.1 | 3.8 | 5659 | 696 | 23.5 | 25 | 2.1 | 2.3 | 22164 | 60 |

Table 1: Number of colors used and recolorings for $n$ moving points using lazy and greedy updates.
low number of recolorings for most events, but several events with a many recolorings that correspond to resets at top levels of our data structure. This step-wise behavior is also found in the total number of colors used, which slowly goes up until a reset of one of the top levels is done. The greedy approach on the other hand does not have this spiky behavior, and instead many events cause between 5 and 20 recolorings, but rarely more than that. It also has the effect that the total number of colors appears very stable.

In Table 1 we see that in both cases the number of colors used is proportional to $\log n$. What is interesting though is that although the greedy method uses less colors, both on average and maximum, it requires many more recolorings on average. This shows that the neither of the two methods is strictly better than the other. If one can afford to do many recolorings every now and then, and one does not care about using a few more colors, then the lazy method is better as it will do fewer recolorings. On the other hand, if the goal is to keep the total number of colors very small or to avoid many recolorings at a single event, then the greedy method appears better.
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# Kinetic Data Structures for Clipped Voronoi Computations 

Duru Türkoğlu*


#### Abstract

We consider the mesh refinement problem in the kinetic setting: given an input set of moving points, the objective is to design a kinetic data structure (KDS) for inserting additional so-called Steiner points so that the resulting output set yields a quality triangulation. Therefore, the selection of Steiner points plays a cruicial role, both in terms of the output itself and the quality of the triangulation. Although many Steiner point selection schemes have been devised, it is not straightforward how to adapt them in the kinetic setting; it may not even be possible to adapt some of these schemes

In this paper, we design a KDS by extending a previously proposed query structure which has been employed for Steiner point selection in the dynamic setting. The key geometric property computed in these structures is the clipped Voronoi cells, a locally restricted version of the standard Voroni cells. Our KDS maintains these clipped Voronoi cells, where each query takes constant time to compute as well as to update. Hence, our KDS is responsive, and it is efficient processing a constant number of events for each query, and it is also local and compact.


## 1 Introduction

Mesh refinement is a fundamental step in scientific computing, where the goal is to construct a quality triangulation of a given set of input points. For most applications, a quality triangulation is one in which the minimum angle of every triangle is above some threshold. Until this quality criterion is satisfied, one needs to refine the trianguation by inserting additional Steiner points into the output, taking care to insert as few as possible. If the minimal output that admits a quality triangulation has $m$ points, any output of size $O(m)$ is regarded as size-optimal.

Over the past twenty years, research has provided improved mesh refinement algorithms with theoretical guarantees. In chronological order, these guarantees were quality [4], size-optimality [8], efficient runtimes [5, 6], and efficient dynamic updates [1], each of them incorporating all of the previous guarantees. And most recently, Acar et al. developed a KDS for mesh refinement [2]. Their choice of Steiner points, however, only allowed bounded quality triangulations.

[^68]Hence, mesh refinement problem in the kinetic setting still remains open for higher quality triangulations.

In the kinetic setting, the objective of mesh refinement is to maintain a set of moving Steiner points as well as the triangulation of the output set comprising input and Steiner points. Typically, algorithms used in practice maintain the moving mesh by a series of further refinements to fix low quality elements over time, and by remeshing occasionally to bound the size of the mesh. In this paper, we approach the problem using the kinetic data structures (KDS) framework introduced by Basch et al [3]. In this framework, the input points are provided with algebraic trajectories of constant degree and the computed geometric property is certified by a set of certificates, some of which may fail at a later time causing an event. Each event triggers a kinetic update for repairing both the geometric property itself and the set of certificates certifying it. As the trajectories of the input points are known in advance, the data structure maintains the desired geometric properties by processing these events in order of their failure times. In this framework effectiveness is measured by the following criteria: a KDS is called responsive if the kinetic updates are fast in the worst case, efficient if the number of events is small when compared to the number of intrinsic changes the geometric property has to go through in the worst case, local if each input point is associated with a small number of certificates, and compact if the total number of certificates and the size of the data structure is small.

Within the KDS framework, Steiner point selection becomes a hard problem; many that are suitable when input points do not move are hard to adapt effectively in the kinetic setting. One such example is the quadtree method, where the corners of the quadtree squares are inserted as Steiner points [4]. Another very commonly used such example is the circumcenters of low quality triangles [6, 8]. Aside from these very common examples, Üngör defines a more local type of Steiner points called off-centers [10], Hudson and Türkoğlu propose a local region to pick Steiner points from, a region called clipped Voronoi cells, one which includes off-centers [7], and Acar et al. choose Steiner points as geometric translations of input points at geometrically increasing distances [2]. In this paper, we use the kinetic mesh of Acar et al. as a point location structure and extend the clipped Voronoi computations of Hudson and Türkoğlu to the kinetic setting.

Our contribution in this paper is a first step towards solving the kinetic mesh refinement problem for achieving arbitrary quality triangulations. Building on the result of Hudson and Türkoğlu [7], we design a KDS for computing clipped Voronoi cells so that a meshing algorithm can use it for picking Steiner points to construct the output mesh. Given a point $v$, our KDS provides the following procedures pertaining to $v$ : ApproximateNN $(v)$ to compute an approximation of the distance from $v$ to its nearest neighbor, ClippedVoronoi $(v, \beta)$ to compute the clipped Voronoi cell of $v$, and $\operatorname{AddVErtex}(p, v)$ to insert into the output a Steiner point $p$ near $v$. We prove in Theorem 3 that all of the above procedures run in constant time, create a constant number of certificates, and hence can be updated in constant time upon a certificate failure. Our KDS reduces the problem of kinetic mesh refinement of arbitrary quality to suitable choice of Steiner points within local neighborhoods.

## 2 Definitions

In this section we provide preliminary definitions for the rest of the paper. To distinguish mesh points from any point in space we refer to mesh points as vertices.

Definition 1 Given a vertex $v, \mathrm{NN}(v)$ is the distance from $v$ to its nearest neighbor, and $\operatorname{Vor}(v)$ is the Voronoi cell of $v$ consisting of all points $x$ such that for any vertex $u \neq v,|u x| \geq|v x|$. Then $v$ is called $\rho$-well-spaced [9] if $\operatorname{Vor}(v)$ is inside the ball centered at $v$ with radius $\rho \mathrm{NN}(v)$, and a mesh is called $\rho$-wellspaced if every vertex in the mesh is $\rho$-well-spaced.

Using the fact that the dual of a Voronoi diagram yields a Delaunay triangulation, one can observe that well-spacedness is equivalent to large minimum angles in the output triangulation; the lower the parameter $\rho$, the larger the minimum angles.

Definition 2 [7] The $\beta$-clipped Voronoi cell of a vertex $v, \operatorname{Vor}^{\beta}(v)$, is the intersection of $\operatorname{Vor}(v)$ and the ball centered at $v$ with radius $\beta \mathrm{NN}(v)$. For any point $x \in \operatorname{Vor}^{\beta}(v)$, the ball centered at $x$ with radius $|v x|$ is a witness ${ }^{1}$ ball empty of vertices, and the witness region of $\operatorname{Vor}^{\beta}(v)$ is the union of witness balls.

Figure 1 depicts the above definitions of wellspacedness, clipped Voronoi cells, witness balls and witness regions.

Definition 3 [8] Given a point $x$ in space, the local feature size of $x, \operatorname{lfs}(x)$, is the distance from $x$ to its second-nearest input vertex, and a size-conforming mesh is one in which for every output vertex $v$,

[^69]

Figure 1: A vertex $v$ and its neighbors $u_{1}$ through $u_{5}$. Farthest point in $\operatorname{Vor}(v)$ is at $5 \mathrm{NN}(v)$ distance, thus, $v$ is 5 -well-spaced but not $\beta$-well-spaced. As a result, $\operatorname{Vor}^{\beta}(v)$ is shown with a thick boundary and its witness balls and witness region with a thin boundary.
$\mathrm{NN}(v) \in \Theta(\operatorname{lfs}(v))$; Ruppert proves that being sizeoptimal is equivalent to being size-conforming.

Definition $4 A$ mesh refinement algorithm is bottom-up if it incrementally ensures well-spacedness of the vertices in the order of their local feature size. For a given constant $\gamma$, a bottom-up algorithm inserts a Steiner vertex $u$, when every mesh vertex $v$ with $\mathrm{NN}(v)<\gamma \mathrm{NN}(u)$ is $\rho$-well-spaced.

Our data structure requires a bottom-up meshing algorithm that outputs a size-conforming mesh to ensure local searches and fast runtimes.

## 3 Data Structure and Implementation

Hudson and Türkoğlu use quadtrees for point location as they provide cruicial properties to guarantee fast runtimes. However, quadtrees do not adapt well to the kinetic setting, and we instead use the kinetic mesh of Acar et al. as our point location structure [2]. Their KDS picks Steiner points from points they call satellites, pre-defined geometric translations of input vertices at geometrically increasing distances. They maintain the Voronoi diagram of their output vertex set and their Voronoi cells, or cells in short so as to distinguish from the Voronoi cells of our definition, provide properties similar to those of the quadtree squares, and our guarantees depend on them:
(A) Each cell has a constant number of neighbors.
(B) The size of each cell is in proportion to the local feature size of the points in the cell.

The size of a cell can be described by the nearest neighbor distance of its node with respect to other nodes in the diagram, and the well-spacedness of the node guarantees that the whole cell is contained within a ball of constantly larger radius, less than $9 / 2$ times larger to be precise. As shown in Lemma 3.6 [2], the nearest neighbor is at distance $>2^{\ell-2}$, where $\ell$, defined as the rank of the node, is already computed by the data structure. Using the rank information of the nodes, we implement our procedures as follows:

- ApproximatenN(v) returns the distance $2^{\ell-2}$, where $\ell$ is the rank of $v$. This procedure does not create any certificates.
- $\operatorname{AddVertex}(p, v)$ starts at the cell of the node that contains $v$ and iteratively advances by moving the search to the neighbor node closest to $p$. Finally, it reaches the cell that contains $p$ as none of its neighbor nodes is closer to $p$, and inserts $p$ in that cell as a Steiner vertex.

We certify this procedure by the distance comparisons between the final cell and its neighbors which create a set of what we call cell certificates. Upon the failure of a cell certificate, we update this search by restarting it from the node of the failure.

- ClippedVoronoi $(v, \beta)$ performs in two stages; in the first stage it collects information about nearby vertices. It starts at the cell of the node that contains $v$ and explores the region by moving outward along neighboring cells, in increasing order of their nodes' distances from $v$. It continues the search to find the nearest neighbor of $v$ and to determine $\mathrm{NN}(v)$. Then it continues the search to explore other vertices within $2 \beta \mathrm{NN}(v)$ distance of $v$. It stops exploring further at a cell if one of the two stopping conditions is satisfied:

1. The distance from $v$ to the cell is too large.
2. The size of the cell is too small.

Once the exploration of the nearby vertices is over, it proceeds to the second stage to determine actual Voronoi neighbors among the vertices within $2 \beta \mathrm{NN}(v)$ distance. It removes a vertex $u$ from the set if there is no witness ball incident to $v$ and $u$ empty of vertices or if the radius of the smallest one is larger than $\beta \mathrm{NN}(v)$ (Figure 2). It returns the remaining set as $\operatorname{Vor}^{\beta}(v)$.

To make the implementation of the procedure $\operatorname{ClippedVoronoi}(v, \beta)$ more precise, we introduce two constants $\lambda_{1}$ and $\lambda_{2}$ for the stopping conditions. In the first condition, we define the distance


Figure 2: Setting of Figure 1. $\operatorname{Vor}^{\beta}(v)$ is represented by $\left\{u_{1}, u_{2}, u_{3}, u_{4}\right\}$. Smallest witness balls incident to each Voronoi neighbor $u_{i}$ and $v$ is depicted. For the vertices $w_{1}$ and $w_{2}$ within $2 \beta \mathrm{NN}(v)$ distance there are no witness balls. Each of the circumcircles defined by the triplets $\left\{v, w_{1}, u_{i}\right\}$ and $\left\{v, w_{2}, u_{i}\right\}$ contains at least one other vertex.
from $v$ to a cell with node $p$ to be too large if $|v p|>\left(2 \beta+\lambda_{1}\right) \mathrm{NN}(v)$ (Lemma 1). And in the second condition, we define the size of a cell to be too small if the rank of its node is less than $\ell-\lambda_{2}$, where $\ell$ is the rank of $v$ (Lemma 2).

Finally, we summarize the certificates and the kinetic update of $\operatorname{Clipped} \operatorname{Voronoi}(v, \beta)$. In the first stage, distance comparisons create what we call search certificates. And, in the second stage, distance to circle comparisons create what we call voronoi certificates. Upon the failure of any one certificate, we restart that stage from scratch.

## 4 Proofs

In this section, we first prove that there exists constants $\lambda_{1}$ and $\lambda_{2}$ for our procedures; we then prove that our KDS is effective. Our proofs rely on the assumptions that the mesh refinement algorithm that employs our KDS is bottom-up and that its output is size-conforming.

The underlying summary of the proofs in this section is that local feature size is a smooth function and working with size-conforming structures also achieve similar smoothness properties. The first Lemma is based on the property that lfs cannot get too large within a locality.

Lemma 1 There exists a constant $\lambda_{1}$ such that if the procedure ClippedVoronoi $(v, \beta)$ stops exploring a cell because of the first condition, the distance from $v$ to any point in that cell is greater than $2 \beta \mathrm{NN}(v)$.

Proof. For any point $x$ within $2 \beta \mathrm{NN}(v)$ distance of $v$, using the triangle inequality, we know that there
exist two output vertices within $O(\mathrm{NN}(v))$ distance of $x$, namely $v$ and the nearest neighbor of $v$. And, since we assume that the output is size-conforming, we have $\operatorname{lfs}(x) \in O(\mathrm{NN}(v))$. Then condition (B) implies that the cell that includes $x$ has size bounded by $O(\mathrm{NN}(v))$. Let $\lambda_{1}$ be the constant hidden in the big-Oh notation and let $p$ be the node of that cell. Using the triangle inequality we have $|v p| \leq|v x|+|x p|$ or $|v p| \leq\left(2 \beta+\lambda_{1}\right) \mathrm{NN}(v)$. Proof follows from the contrapositive argument.

The below Lemma is based on the property that lfs stays large within large empty balls. In other words, if lfs is too small in some local neighborhood, then there must be vertices in between to support smoothness, and well-spacedness is sufficient to ensure that.

Lemma 2 Assuming that for every mesh vertex $u$ with $\mathrm{NN}(u)<\gamma \mathrm{NN}(v)$ is $\rho$-well-spaced, there exists a constant $\lambda_{2}$ such that the union of the cells explored by the procedure $\operatorname{Clipped} \operatorname{Voronoi}(v, \beta)$ covers the witness region of $\operatorname{Vor}^{\beta}(v)$.

Proof. Given a cell at which ClippedVoronoi $(v, \beta)$ stops exploration, it is sufficient to prove that the cell does not intersect the witness region of $\operatorname{Vor}^{\beta}(v)$. If the reason to stop is the first condition, by Lemma 1, we know that the cell lies at a distance more than $2 \beta \mathrm{NN}(v)$ away from $v$, thus it cannot intersect the witness region. If the reason to stop is the second condition, for any point $p$ in the witness region, we know that $p$ lies in a ball of radius at least $\mathrm{NN}(v) / 2$. Therefore the premise of this Lemma satisfies the premise of Theorem 3 in [7]. As a result, we have $\operatorname{lfs}(p) \in \Omega(\mathrm{NN}(v))$ or $\operatorname{lfs}(p) \in \Omega\left(2^{\ell}\right)$. This means that there exists a constant $\lambda_{2}$ large enough such that by condition (B), for any cell of rank less than $\ell-\lambda_{2}$, the local feature size of any point in the cell is less than $\operatorname{lfs}(p)$, which is to say those cells cannot intersect the witness region.

Since lfs is a smooth function and since we ensure that the search does not extend to neighborhoods that have small local feature sizes, packing arguments prove that our procedures take constant time.

Theorem 3 In our $K D S$, ClippedVoronoi $(v, \beta)$ maintains $\operatorname{Vor}^{\beta}(v)$ and $\operatorname{AddVertex}(p, v)$ maintains insertion of a Steiner vertex $p$ in constant time.

Proof. The proof for $\operatorname{ClippedVoronoi}(v, \beta)$ relies on two facts: the search explores only a constant number of cells and each cell contains a constant number of vertices. For the first fact we use a packing argument: Lemma 1 bounds $\lambda_{1}$ which in turn proves that the search does not go beyond a distance of $O(\mathrm{NN}(v))$, and on the other hand, Lemma 2 bounds $\lambda_{2}$ which in turn proves that each cell explored is of size at least
$\Omega(\mathrm{NN}(v))$. For the second fact we use another packing argument: for a given cell, condition (B) states that the size of the cell is bounded by $O(\operatorname{lfs}(p))$ for any given point $p$ inside the cell, and since the mesh is size-conforming, any vertex $p$ inside the cell has an empty ball of size $\Omega(\operatorname{lfs}(p))$.

The proof for $\operatorname{AddVErtex}(p, v)$ is simpler: $p$ must lie within the cells explored in the $\operatorname{ClippedVoronoi}(v, \beta)$ call, thus the search for $p$ involves only a subset of those cells.

## 5 Conclusion

In this paper, we showed how to support a class of mesh refinement algorithms with a kinetic data structure that could help find appropriate Steiner points in constant time. For simplicity, we have chosen to explain the algorithms in a purely theoretical fashion, however, we can employ several improvements that will make the constants in our algorithms practical.
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# Dynamic Convex Hull for Simple Polygonal Chains in Constant Amortized Time per Update 
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#### Abstract

We present a new algorithm to construct a dynamic convex hull in the Euclidean plane, supporting insertion and deletion of points. Both operations require amortized constant time. At each step the vertices of the convex hull are accessible in constant time. The algorithm is on-line, does not require prior knowledge of all the points. The only assumptions are that the points have to be located on a simple polygonal chain and that the insertions and deletions must be carried out in the order induced by the polygonal chain.


## 1 Introduction

The convex hull of a set of $n$ points in a Euclidean space is the smallest convex set containing all the points. Constructing the convex hull of a point set is a fundamental problem in computational geometry. It has applications in, e.g., pattern recognition, image processing and micro-magnetic analysis [2, 6]. Many problems can be reduced to determining the convex hull of a point set, such as Delaunay triangulation and half space intersection [5]. Therefore developing robust and efficient algorithms for the core problem has received much attention. If one considers the realRAM model, an optimal output sensitive algorithm to construct the convex hull of $n$ points in a plane was published in [7] having $O(n \log h)$ time complexity where $h$ is the output size. If the point set is a simple polygonal chain, the best algorithm, a result of Melkman, runs in linear time [1]. If one requires the data structure to be dynamic, namely to handle insertions and deletions of arbitrary points an optimal algorithm requiring $O(\log n)$ time for both operations was proposed in [3]. Changing the computational model to the word-RAM model and using Graham's scan [8] to construct a convex hull the running time is essentially the time to sort the points, taking, e.g., $O(n \log \log n)$ time [9]. Dynamic data structures supporting deletion and insertion in the word-RAM model require an optimal $O\left(\frac{\log n}{\log \log n}\right)$ time for both operations assuming that word length is $\Theta(\log n)$, see [4].
*Université Paris-Est, LIGM, A3SI-ESIEE, France, \{busn, buzerl\}@esiee.fr

Our contribution In this paper we give an on-line algorithm to construct the dynamic convex hull of a simple polygonal chain in the Euclidean plane supporting deletion of points from the back of the chain and insertion of points in the front of the chain. Both operations require amortized constant time considering the real-RAM model. The main idea of the algorithm is to maintain two convex hulls, one for efficiently handling insertions and one for deletions. These two hulls constitute the convex hull of the polygonal chain.

## 2 Overview of our algorithm

Our algorithm works in phases. For a precise formulation let us first define some necessary notations. A polygonal chain $S$ in the Euclidean plane, with $n$ vertices, is defined as an ordered list of vertices $S=\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ such that any two consecutive vertices, $p_{i}$ and $p_{i+1}$ are connected by a line segment. A polygonal chain is called simple when it is not selfintersecting. For simplicity, we assume that the points are in general position. Our algorithm handles insertion and deletion of points into the current convex hull in the order induced by $S$. This results in the fact that the current convex hull always contains a contiguous subchain of $S$, let us denote it by $S_{i}^{j}=\left(p_{i}, \cdots, p_{j}\right)$ and the points are effectively inserted/deleted in a FIFO manner. Let us denote the convex hull of $S_{i}^{j}$ with $C_{i}^{j}$. Therefore, given a convex hull $C_{i}^{j}$, inserting a point results in $C_{i}^{j+1}$ while removing the first point results in $C_{i+1}^{j}$.

At the beginning of each phase, we initialize a simple data structure called the phase convex hull that maintains the representation of the convex hull of a subrange of the polygonal chain. Each phase handles an arbitrary number of insertions and handles deleting the points that were present when the phase started. Assuming that the phase convex hull first covered $S_{a}^{b}$ this means we can delete the points $p_{a} \ldots p_{b}$. A phase ends, when we first delete a point that was not covered by the initial convex hull. After that, a new phase starts and we initialize a new phase convex hull. See Figure 1.

We state the main result of our algorithm in Theorem 1.

$$
\begin{gathered}
\underbrace{C_{a}^{b} \rightarrow C_{a}^{b+1} \rightarrow \cdots \rightarrow C_{b}^{c}}_{\text {phase starting with } S_{a}^{b}} \longrightarrow \underbrace{\longrightarrow}_{\text {phase starting with } S_{b+1}^{c}}{ }_{\text {initialize new }}^{C_{b+1}^{c} \rightarrow C_{b+2}^{c} \rightarrow \cdots \rightarrow C_{c}^{d}} \\
\text { phase convex hull }
\end{gathered}
$$

Figure 1: Example of two phases

Theorem 1 The amortized time complexity of insertion and deletion of points in a convex hull of a simple polygonal chain is constant.

Proof. Assume that each point has been inserted and later removed. In Section 6 we show that the $i-t h$ phase runs in $O\left(k_{i}+l_{i}\right)$ time where $k_{i}$ is the number of insertions in the phase and $l_{i}$ is the number of deletions. During the whole algorithm each point has been inserted and deleted exactly once hence there have been $n$ insertions and $n$ deletions overall. Therefore the overall running time of the phases is $O(n)$, yielding the desired result.

## 3 Convex hulls

In this section we introduce the phase convex hull representing the convex hull of the polygonal chain. Furthermore, we describe two convex hulls that are maintained during the phase. These two hulls' purpose is to enable that insertion and deletion of points for the phase convex hull run in constant amortized time. We suggest that the reader is familiar with the Melkman algorithm [1] as our method builds heavily on it. Briefly, the method builds the convex hull of a polygonal chain by iteratively (in the proper order) adding the points to the convex hull and modifying it as necessary. At the beginning of the phase let $S_{a}^{b}$ be the current polygonal chain while at the end let it be $S_{b}^{c}$. Let us denote by $S_{i}^{j}$ the polygonal chain at an arbitrary step during the phase and $C_{i}^{j}$ the corresponding convex hull.

Phase convex hull The phase convex hull denoted by $C^{*}$ is the data structure representing the convex hull $C_{i}^{j}$, containing all of its points in two dequeues. Every point is contained in exactly one of the two dequeues except for two: the front of both dequeues refer to the same point of the subchain, the one contained in $C_{i}^{j}$ with highest index and similarly, the back of both dequeues refer to the same point of the subchain, the one contained in $C_{i}^{j}$ with lowest index. We refer to the front of both dequeues as front opening and to the back as back opening. Connecting the two dequeues gives the ordered circular list of points in $C_{i}^{j}$. See Figure 2. Clearly, if one considers the back opening to be closed (i.e., as if being glued together, removing the duplicate copy of the back point), one has the
data structure used in the Melkman algorithm. At the beginning of the phase $C^{*}$ is built for $S_{a}^{b}$ using the Melkman algorithm.


Figure 2: The two dequeues (blue and yellow) constituting $C^{*}$. For clarity we include one schematically. In green and red we depict $C^{+}$and $C^{-}$respectively.

The following data structures aid to handle insertion or more importantly deletion of points (since the phase convex hull itself could handle insertions).

Incremental convex hull The incremental convex hull is a convex hull incrementally built with the Melkman algorithm for the points in the polygonal chain added after the initialization of the phase. Let us denote it by $C^{+}$. At any step $S_{i}^{j}$, formally, $C^{+}$is the same as $C_{b+1}^{j}$.

Decremental convex hull The decremental convex hull is a convex hull built with the Melkman algorithm for the points present at the beginning of the phase but according to the reverse order of the points. Let us denote it by $C^{-}$. At each deletion a point is removed from $C^{-}$. At any step $S_{i}^{j}$, formally, $C^{-}$is the convex hull of the points $S_{b}^{i}$ (note the reverse order). This data structure has to maintain additional information that will be used for efficient deletion of points. First, while creating $C^{-}$, for each point in $S_{b}^{a}$, the list of points that were removed from the previous convex hull should be kept. Let us call these points the history of a point. This enables that the algorithm can be 'rewound', i.e, the points of $C^{-}$can be deleted in a FILO order. As $C^{-}$was built in the reverse order this is exactly the deletion order we need. Second, the polygonal regions defined by $C_{k}^{j} \backslash C_{k+1}^{j}$ for $a \leq k \leq b$, in other words the difference between consecutive convex hulls in the Melkman algorithm for building $C^{-}$, have to be kept. At the beginnning of each phase we build the decremental convex hull for $S_{b}^{a}$. In Figure 3 we show the regions where the red polygonal chain is $S_{a}^{b}$. The green line corresponds to the polygonal chain of the points inserted during the phase.

We will need a simple property of the regions, namely that they form an ordered partitioning of the plane that enables a certain operation. See Lemma 2.


Figure 3: Regions.

Lemma 2 While constructing $C^{-}$for $S_{a}^{b}$ one can create an ordered list of regions in $O(b-a)$ time. Such a partitioning enables the maintenance of the highest ordered region that contains any point inserted during the phase. This operation takes $O(c-b)$ time for a phase.

In Figure 3 the highest ordered region containing a point inserted in the phase is region no.7. The lemma is a straightforward consequence of the Melkman algorithm as given the current highest ordered region containing an inserted point one only has to check whether a newly inserted point is contained in the region following (in order) the current one. One has to be careful when adding the point $p_{b+1}$ as there was no highest ordered region before, but this case is trivial.

## 4 Insertion

In this section we describe the method to handle the insertion of $p_{j+1}$ into the convex hull of $S_{i}^{j}$.

In order to insert the point $p_{j+1}$ into $C^{*}$ it is sufficient to do one step of the Melkman algorithm at the front opening of the dequeues. For that, consider the back opening of $C^{*}$ to be closed, i.e., the two dequeues behave like one. One has to be cautious when the Melkman algorithm deletes the point being the back opening as the new back opening should be by our definition the point in $C_{i}^{j}$ with least index. $C^{+}$ has to be updated with $p_{j+1}$ as well, which is done using the Melkman algorithm. Moreover, as long as the front opening is one of the points in $C^{-}$one has to update the highest ordered region of $C^{-}$containing any inserted point.

## 5 Deletion

In this section we describe the deletion of the point $p_{i}$ from $S_{i}^{j}$. We will need a property concerning the points in the phase convex hull $C^{*}$. Note, that the points of $C^{*}$ either belong to $C^{+}$or $C^{-}$. The following lemma describes how the points' distribution (with
respect to whether they belong to $C^{+}$or $C^{-}$) changes during the execution of the operations in a phase. It states that there cannot be arbitrary distributions, e.g., points from $C^{+}$and $C^{-}$in an alternating order.

Lemma 3 The points in $C^{*}$ are partitioned into contiguous ranges according to whether they belonging to $C^{-}$or $C^{+}$. At any step in a phase there are at most two such partitions, one containing points of $C^{+}$and one containing points of $C^{-}$. The partitioning changes in a specific pattern during a phase: at the beginning there are only points from $C^{-}$in $C^{*}$; then two partitions; finally only points from $C^{+}$are located in $C^{*}$.

The fact that $C^{*}$ is partitioned into at most two parts is a consequence of the simplicity of the polygonal chain. The strict order also follows easily since $C^{+}$ is monotonically growing while $C^{-}$is monotonically shrinking.

To delete the point $p_{i}$ there are several scenarios that have to be handled differently. As a common point in all cases $p_{i}$ has to be removed from $C^{-}$and its history has to be added to $C^{-}$('rewinding' the Melkman algorithm). Let us first group the different cases according to Lemma 3.

Case 1: If the phase convex hull contains only points from $C^{-}$then one can simply remove $p_{i}$ from $C^{*}$ and add the points of the history of $p_{i}$ to $C^{*}$. This is valid as long as there shall be no point of $C^{+}$added to $C^{*}$. The highest ordered region is maintained exactly for checking this. As long as the deleted region has no points assigned to it we can proceed as explained. If it is not empty then an expensive operation is required, namely to add all the points of $C^{+}$to $C^{*}$. This can be done with the Melkman algorithm considering the back opening to be closed. Even though this operation might require linear time in the number of insertions it can happen only once for each phase therefore its amortized time complexity is constant.

Case 2: If the phase convex hull contains points from both $C^{+}$and $C^{-}$, we have the most complicated case. Obviously the point $p_{i}$ to be removed is in $C^{-}$. Let us denote the neighbors of $p_{i}$ in $C^{*}$ by $x$ and $y$. The edge between $x$ and $y$ would become an edge of $C^{*}$ if there are no points in the triangle defined by $p_{i}, x, y$. But usually this is not the case therefore one has to create new edges of $C^{*}$ that correspond to the vertices located in this triangle. Adding these points (and at the same time checking if there are points inside the triangle) is done as follows. We further categorize this case into three sub cases depending on the neighbors of $p_{i}$.

Case 2a: If both $x$ and $y$ belong to $C^{-}$then clearly $C^{*}$ can only be modified by the points from the history of the currently deleted point $p_{i}$. In such a situation using the Melkman algorithm one can add the ordered history of $p_{i}$ to $C^{*}$.

Case 2b: If one point, e.g., $x$ belongs to $C^{+}$then there might be points of $C^{+}$that have to be inserted into $C^{*}$. In this case first the history of $p_{i}$ and its neighboring point in $C^{-}$(that is not $y$ ) should be inserted into $C^{*}$ and then starting from $x$ we shall add the vertices of $C^{+}$in the circular order (starting with the neighbor of $x$ not contained in $C^{*}$ ) using the Melkman algorithm but just as long as they create new vertices on $C^{*}$. One can show that if a point of $C^{+}$is inside $C^{*}$ then there are no other points that shall be inserted.

Case 2c: If both $x$ and $y$ belong to $C^{+}$then a similar process has to be carried out namely first inserting the points of the history (with the 2 neighbors of $p_{i}$ in $C^{-}$) and then the vertices of $C^{+}$in the proper circular order starting from $x$ and $y$. Note that $x$ and $y$ define two different parts of $C^{+}$that have to be inserted into $C^{*}$ and to maintain a low running time one has to insert points from these two parts in an alternating order (one cannot proceed with points from the part of $x$ after finishing the points starting from $y)$. When a point remains inside the phase convex hull we can finish inserting points from its part. See Figure 4 for a schematic illustration of the process. In order to be able to utilize the Melkman algorithm the added points have to belong to a simple polygonal chain, otherwise using Melkman would be impossible.

Case 3: If $C^{*}$ contains only points of $C^{+}$than $C^{-} \subset C^{+}$therefore there is no change in $C^{*}$.

How to ensure the applicability of the Melkman algorithm and the proof of correctness, e.g, why is it sufficient to add only the history of $p_{i}$ in Case 2 is left for the full paper.


Figure 4: Deleting the point $p_{i}$. Solid blue lines denote the convex hull after deleting $p_{i}$. Gray arrows denote the points that have to be inserted into $C^{*}$.

## 6 Complexity

Let us now show that each phase takes time linear in the number of insertions and deletions. Let us denote them by $k$ and $l$ respectively.

Initialization: Clearly, initializing $C^{*}, C^{+}$and $C^{-}$is linear in the number of points present at the beginning of the phase since we only utilize a modi-
fied Melkman algorithm. This indeed is the same as the number of points deleted in the phase. Therefore the complexity of initialization is $O(l)$.

Insertion: Using the Melkman algorithm for both the phase convex hull and the incremental convex hull takes $O(k)$ time. During insertion of points one has to also maintain the highest ordered region containing any point of $C^{+}$. This can be done in $O(k)$ time.

Deletion: Clearly, during executing the deletions, the number of points inserted into $C^{*}$ using the Melkman algorithm is not more than a constant times the points in $C^{-}$which is $O(l)$ and the points of $C^{+}$added to $C^{*}$ which is less than $O(k)$ as no point can reappear on $C^{*}$ due to the monotonicity of the operations.

This results in the following theorem.
Theorem 4 The running time of one phase is $O(k+$ $l)$ given that there are $k$ insertions and $l$ deletions.

## 7 Conclusion

We have presented an algorithm that handles insertion and deletion of points from/into the convex hull of a simple polygonal chain. Each operation takes amortized constant time. The operations are carried out in a FIFO manner, namely that points are inserted on one end of the chain while points are deleted from the other. It would be interesting to see if this constraint can be removed, namely that points can be inserted/deleted on both ends of the chain.

## References

[1] A. A. Melkman. On-line construction of the convex hull of a simple polyline Information Processing Letters, 1987.
[2] F. P. Preparata and M. I. Shamos. Computational geometry: an introduction Springer-Verlag, 1985.
[3] G. S. Brodal and R. Jacob. Dynamic Planar Convex Hull FOCS, 2002.
[4] E. D. Demaine and M. Patrascu. Tight Bounds for Dynamic Convex Hull Queries (Again) SOCG, 2007.
[5] F. Aurenhammer. Voronoi Diagrams - a Survey of a Fundamental Geometric Data Structure ACM Computing Surveys, 1991.
[6] D. G. Porter, E. Glavinas, P. Dhagat, J. A. O'Sullivan, R. S. Indeck and M. W. Muller. Irregular grain structure in micromagnetic simulation Journal of Applied Physics, 1996.
[7] T. M. Chan. Optimal Output-Sensitive Convex Hull Algorithms in Two and Three Dimensions Discrete and Computational Geometry, 1996.
[8] R. L. Graham. An Efficient Algorithm for Determining the Convex Hull of a Finite Planar Set Information Processing Letters, 1972.
[9] Y. Han. Deterministic sorting in $O(n \log \log n)$ time and linear space Journal of Algorithms, 2004.

# A local geometry based algorithm for point cloud edge classification * 

Mihai Sorin Stupariu ${ }^{\dagger}$


#### Abstract

The identification of salient features in point clouds is one of the main application areas of geometric algorithms. In this paper, we deal with identifying edges in high density point clouds on polyhedral objects on the basis of a two-stage classification method. The first step consists in applying Principal Component Analysis, which commonly uses the eigenvalues of the covariance matrix and provides several point classes. In the second stage, a neighbourhood-based analysis is used for refining the classification. The method relies on the discrete Gaussian curvature, defined as a weighted angular defect and computed for the vertices of a suitably chosen triangulation. A special emphasis is put on identifying jump edges, which correspond to surface discontinuities and crease edges, which occur where two planes of the same object meet. The key issue is that the local geometry of a point cloud is different in a neighbourhood of a jump edge - planar structure, compared to a crease edge, where two planes intersect along the support line of the edge.


## 1 Introduction

Even though formally unorganized, a point cloud carries in many situations an internal structure and fundamental shapes can be detected (e.g. Schnabel [11]; van Lankveld et al. [14]). The hidden geometric structure can be unveiled by using appropriate tools, such as the ones provided by multivariate statistics. As shown by Hoppe et al. [6], Principal Component Analysis (PCA for shorthand) applied to a point cloud yields a well-defined local structure in the neighbourhood of each point. The technique may be completed by other methods, in order to extract salient features or to achieve a suitable classification. Thus, Gumhold et al. [4] and Pauly et al. [8] computed a minimum spanning graph for approximating the features of interest. Roggero [10] derived moments and tensor of inertia from the outcomes of the eigenvalue analysis, in a region-growing approach. Cao et al. [1] performed

[^70]a tensor voting technique to refine normal estimates, which were derived by using PCA. The random sample consensus algorithm was used by Yang et al. [16] for segmenting building objects identified through the multivariate statistical approach. Other complementary techniques include gridded approximate nearest neighbour searches for fast classification of geometric features (Shi and Zakhor [12]) or 3D shape analysis and region growing (Carlberg et al. [2]).

Another way to tackle classification problems is to define an additional structure in the point cloud and to apply algorithms suited to structured data (e.g. Remondino [9]). For instance, a triangulation provides a geometric structure to an unorganized point cloud. Consequently, in this framework, one can derive geometric measures useful in characterizing important features of the cloud. Gorte [3] adapted an iterative, raster-based algorithm, controlled by a single parameter related to dissimilarity of adjacent segments. A clustering technique was used by Hofmann [5] for analysing a 3D triangle mesh parameter space. Progressive TIN densification stands as one of the classic methods for filtering point cloud data, as pointed by Zhang and Lin [17]. Tse et al. [13] proposed a method based on the Delaunay triangulation and its dual Voronoi diagram aiming to locate structures such as building blocks and roofs.

The goal of this paper is to present a classification method combining the two approaches and aiming to identify edges in high density point clouds. Specifically, by using the outcomes of the Principal Component Analysis, we construct a local triangle mesh. Then, we show that the classification provided by the multivariate statistics can be refined by using appropriate geometric quantities derived from the triangulation.

## 2 The algorithm

The algorithm has two stages, both based on neighbourhood analyses (Figure 1). In brief, the first step relies on eigenanalysis, while the second one is based on geometric information.

A particular goal of the classification is to make it possible to distinguish between points belonging to jump edges and those situated on crease edges. Both edge types constitute salient features of a point cloud, but they are different in nature: the former class corresponds to height or depth discontinuities of the sur-


Figure 1: The two stages of the algorithm.
face, while the latter occurs where two planes, which may belong to the same object or to adjacent objects, meet (e.g., Wang and Shan [15]). The main hypothesis tested in the study is that the local geometry of a point cloud differs for jump edges compared to crease edge. Thus, in the neighbourhood of a jump edge, the local structure is close to a planar one, whereas for crease edges two planes intersecting along the support line of the edge.

In the sequel let $\mathcal{C}$ denote a point cloud situated in the space $\mathbb{R}^{3}$.

## First step - PCA based classification

One can make a substantial step towards understanding the structure of the cloud $\mathcal{C}$ around a fixed point $P$ by investigating the spatial distribution statistics. Thus, the Principal Component Analysis, based on analysing the eigenvalues of the covariance matrix, identifies the main directions of variation of the data. For instance, if around $P$ the points are situated close to a plane, the PCA will provide two principal components that account together for a significant proportion of the variation, that is the first two eigenvalues are comparable in size and much bigger than the third one. This approach is implemented as follows. Consider a fixed a search radius $r>0$ and extract the sub-cloud $\mathcal{S}$ of neighbours of $P$ inside the ball of centre $P$ and radius $r$. Let $\lambda_{1}, \lambda_{2}, \lambda_{3}$ be eigenvalues of the covariance matrix $\left(\lambda_{1} \geq \lambda_{2} \geq \lambda_{3}\right)$. Comparisons of the eigenvalues yield the following point classes (cf. [2], [12])):

1. planar point if $\lambda_{1} \approx \lambda_{2} \gg \lambda_{3}$;
2. linear point if $\lambda_{1} \gg \lambda_{2} \approx \lambda_{3}$;
3. scatter point if $\lambda_{1} \approx \lambda_{2} \approx \lambda_{3}$;
4. other, otherwise.

From a practical perspective, the classification above can be implemented by using appropriate thresholds (chosen by the user): $t_{1}$ for a ratio 'close' to $1, t_{2}$ for 'small' and $t_{3}$ for 'large'. With these notations, the classification can be phrased as follows:

1'. planar point if $\lambda_{2} / \lambda_{1}>t_{1}$ and $\lambda_{3}<t_{2}$;
2'. linear point $\lambda_{3} / \lambda_{2}>t_{1}$ and $\lambda_{1}>t_{3}$;
3'. scatter point $\lambda_{2} / \lambda_{1}>t_{1}$ and $\lambda_{3} / \lambda_{2}>t_{1}$.

## Second step - local triangulation

The aim of the second step is to refine the classification provided by the PCA-based one and relies on geometric tools. For achieving this aim, a topological structure has to be introduced in the point cloud. A possible approach, further explored in this paper, is based on the use of triangulations. Instead of generating a global triangulation, we exploit the information provided by the multivariate statistics and generate local triangle meshes, using the plane determined by the first two principal axes as reference plane. Specifically, let $P$ be a point classified as other. Consider again the sub-cloud $\mathcal{S}$ inside the ball of centre $P$ and radius $r$. We generate a 2.5 Delaunay triangulation $\mathcal{T}$ for the points of the sub-cloud $\mathcal{S}$ by considering $P$ as origin and the plane $z=0$ as being the plane $\pi_{P}^{1,2}$ determined by the first two principal axes. This means that we project the points of $\mathcal{S}$ on the plane, we generate the 2D Delaunay triangulation for the set $\mathcal{S}^{\prime}$ of projected points and we then lift the topological structure back to the cloud $\mathcal{S}$.

For the triangle mesh $\mathcal{T}$ we compute the following geometric quantities:

- $\delta=$ the distance from $P$ to the border of the convex hull of the planar point set $\mathcal{S}^{\prime}$,
- $\kappa=$ the sum of the Gaussian curvatures of the vertices of $\mathcal{T}$ that are not lying on the border (the Gaussian curvature at a vertex is defined as a weighted angular defect, e.g. [7]).

The choice of these parameters is related to the following hypotheses: (i) edge points are closer to the border of the convex hull than other types of points; (ii) for an 'interior' point or for a point in the neighbourhood of a jump edge, the triangle mesh is almost planar and hence the deviation from planarity (with respect to the plane $z=0$ ) of $\mathcal{S}$ is very small, that is the sum of Gaussian curvatures $\kappa$ is close to 0 . The second step of the algorithm yields the following point classes, defined by using suitable thresholds. Let $t_{4}>0$ be the threshold for 'small' distance and let $t_{5}>0$ be the threshold for 'small' curvature. Denote by $N$ the number of points in $\mathcal{S}$. The point $P$ is:

## 5. jump edge point if $\delta \leq t_{4}$ and $\kappa \leq t_{5} N$;

6. crease edge point if $\delta \leq t_{4}$ and $\kappa>t_{5} N$.

Furthermore, if $\delta>t_{4}$ and $\kappa \leq t_{5} N$ the point belongs to the class interior, defined in the first step.

The definition above reads as follows. For an interior point one has a small deviation from planarity and the point is not close to the border of the locally generated 2D convex hull. In contrast, for points close to this border one may assume that they are situated on edges (or close to them). The difference between jump and crease edge points is actually induced by the local deviation from planarity, which is quantified by comparing the total sum of Gaussian curvatures $\kappa$ with the product $t_{5} \mathrm{~N}$.

Let us finally notice that, for points classified as other after the second step, one can repeat the procedure, but choosing as reference the planes $\pi_{P}^{2,3}$ and $\pi_{P}^{3,1}$ generated by the other pairs of principal axes.

## 3 Results

We tested the algorithm for a synthetic data set consisting of points selected through jittered sampling on the visible faces of two adjacent cuboids (Figure 2). No point was chosen on the remaining faces of the cuboids. Therefore, one obtained two possible local configurations around the edge points of the cuboids. Due to a priori knowledge of the point coordinates, it was possible to label points belonging and close to crease and jump edges. Specifically, we labelled as edge points the points inside a tubular neighbourhood of radius $\rho$. It is worth to notice that, in case of adjacent cuboids, one might need to split original edges into pieces of crease and jump edges (Figure 2).


Figure 2: The synthetic data set used in the analyses. Crease and jump edges are differently represented in the figure.

The implementation of the algorithm described in section 2 is based on choosing suitable thresholds $t_{1}, t_{2}, \ldots, t_{5}$. Throughout the paper, the search radius $r$ is fixed; its influence on the accuracy will be addressed in a subsequent study. Since we were mainly interested in testing hypotheses related to the local geometric behaviour of the point cloud, we estimated
how the accuracy of the algorithm depends on the variation of $t_{4}$ and $t_{5}$. For the other three thresholds, we fixed the values $t_{1}=0.7, t_{2}=0.1, t_{3}=3$, on the basis of numerical experiments. With this choice, almost $91 \%$ of the interior points were correctly classified by the first step of the algorithm. In order to identify edge points, we applied the second step of the algorithm, for different values of $t_{4}$ and $t_{5}$. First, we studied the dependence between the value of $t_{4}$ and the proportion of edge points that were correctly detected by the algorithm (Figure 3). We selected four values for $t_{5}$, corresponding to different scales of flatness $\left(t_{5} \in\{0.001,0.01,0.1,1\}\right)$. The resulting curves have a similar shape. The first inflection point, having abscissa approximately 1 , is related to the density of the point cloud, while the second one, having abscissa approximately 4 , is related to the choice of the radius defining the tubular neighbourhoods of the edges. The graph shows that, for $t_{5}=0.01$, one correctly identifies more than $80 \%$ of the edge points.


Figure 3: Relationship between $t_{4}$ and the share of correctly identified edge points. For the threshold $t_{5}$ four values were taken into account: $0.001,0.01,0.1$, and 1 , respectively.

The choice of the threshold $t_{5}$ is crucial for classifying the edge points as belonging to jump or to crease edges. If the value of $t_{5}$ is too small, almost all the edge points are classified as crease, whereas for bigger values of $t_{5}$, the number of jump edge points is overestimated (Figure 4). Nevertheless, for a suitable choice of $t_{5}$, most of the edge points are correctly classified. In particular one can distinguish between jump and crease edges having the same support line.



Figure 4: Choice of the threshold $t_{5}$. The threshold $t_{4}$ is fixed $\left(t_{4}=4.5\right)$ and the threshold $t_{5}$ has the values $0.0001,0.0102$, and 0.12 , respectively. The codes of the colours are blue=jump edge; red=crease edge.


Figure 5: Relationship between $t_{5}$ and the proportion of points that are classified as belonging to jump edges or crease edges. The value of $t_{4}$ is equal to 4.5.

The heuristic approach illustrated in Figure 4 suggests that, when the value of $t_{5}$ increases, the amount of points classified as 'jump' also increases, while the opposite happens for crease edge points. It is a natural question whether the total amount of correctly identified edge points corresponding to the equilibrium is high or it is low. The specific behaviour of this variation, corresponding to a fixed value of the threshold $t_{4}$ (namely $t_{4}=4.5$ ) is illustrated in Figure 5 . For $t_{4} \approx 0.01$ approximately $85 \%$ of both jump and crease edge points are correctly identified by the algorithm. Let us finally note that actually, in the numerical tests, values of $t_{4}$ and $t_{5}$ close to 4.5 , respectively to 0.01 yielded the most accurate classification of the edge points.

## 4 Conclusion

The study presented a classification algorithm for dense point clouds, with an emphasis on detecting jump and crease edges. The approach relied on applying Principal Component Analysis and constructing a local Delaunay triangulation, naturally associated to the point cloud and reflecting its intrinsic local geometric structure. From a quantitative perspective, besides the eigenvalues provided by the multivariate statistics, we used the local triangulation for computing the sum of discrete Gaussian curvatures and the distance to the border of a suitable 2D convex hull. The method was tested in the case of a synthetic polyhedral object, for which more than $80 \%$ of the points were correctly classified. As tasks for future work, we mention tests on real data sets and comparisons to state of the art point cloud edge detection methods.
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#### Abstract

This paper proposes a new approach for the delineation of single tree-crowns in LiDAR data that is based on Locally Fitted Surfaces (LoFS). This new definition of watershed markers is, in comparison to the traditionally used local maxima of the smoothed canopy height model, better adapted for dealing with anisotropic shapes regarding tree-crowns of various sizes. As confirmed by the results, approximately $6 \%$ increase in overall accuracy is achieved in this way.


## 1 Introduction

By allowing for fast and accurate monitoring of vast geographical areas with resolutions reaching beyond square decimetres, airborne Light Detection and Ranging (LiDAR) technology has triggered a new wave of research in Earth observations. The unprecedented information contained within the acquired datasets, however, impose great challenges for data processing and drive the demand for more efficient object recognition algorithms capable of dealing with those topologically unstructured and often noisy data. With the obviously huge environmental impacts of forests, capturing and processing forest data is an especially important yet difficult task due to their vast extents and the complex geometries of trees.

By identifying and delineating individual trees, the so-called individual tree-crown approach provides an improved methodological framework for forest characterisation. In the more common cases, delineation of individual trees is utilised by the segmentation of a canopy height model (CHM) [9, 4]. Generated by subtracting the digital terrain model (DTM) from the digital surface model (DSM), CHM provides estimations of tree heights at discrete space intervals (usually grid). Local maxima are then used to define the positions of treetops, while the segmentation is commonly achieved by applying region growing [9] or watershed algorithms [14]. Although this is an elegant approach, there are several issues related to it. Namely, due to the complex geometry and noise contained within the LiDAR data, defining treetops by local maxima alone inevitably results in oversegmentation. Typi-

[^71]cal approaches to this issue include smoothing CHM as described by [9], controlling the distances between treetops [4], and data scaling based on minimum curvature estimation as considered in [14]. Nevertheless, by assuming that individual trees form distinct peaks in the CHM, these methods tend to perform well in structurally homogeneous plantations, singlespecies dominated stands, and forests with widelyspaced trees. However, significantly lower accuracies are reported in more complex cases, where trees are clumped together and have well-developed under and midstorey canopy layers consisting of smaller, shadetolerant trees.

This paper considers a new definition of markers for single tree-crown delineation. The underlying theoretical foundations are given in Section 2. Section 3 proposes a new framework for delineating single-trees. Section 4 provides the results and Section 5 concludes the paper.

## 2 Theoretical foundations

We define an undirected graph $G$ by the set of vertices $V(G)$ and a set of undirected edges $E(G)$. An edge $e_{i, j} \in E(G)$ is defined by a pair of vertices $e_{i, j}=$ $\left(v_{i}, v_{j}\right)$, where $v_{i}, v_{j} \in V(G)$. A graph $G_{A} \subseteq G$ is a subgraph of $G$ if $V\left(G_{A}\right) \subseteq V(G)$ and $E\left(G_{A}\right) \subseteq E(G)$. An arbitrary vertex attribute-function, denoted as $A$, is a mapping $A: V(G) \rightarrow \mathbb{R}$ (e.g. spatial coordinates of vertex $v_{i}$ are given as $X\left[v_{i}\right], Y\left[v_{i}\right]$, and $Z\left[v_{i}\right]$ ), while the edge weight-function is the mapping $W: E(G) \rightarrow \mathbb{R}$. An edge-weighted graph is thus given by a pair $(G, W)$. When considering operations on weight-functions, we denote the infimum (i.e. minimum) by $\Lambda$, and $\bigvee$ is used to denote the supremum (i.e. maximum).

Let an ordered sequence of vertices $P_{i_{0}, i_{L}}=$ $\left\{v_{i_{0}}, v_{i_{1}}, \ldots, v_{L}\right\}$, we say that $P_{i_{0}, i_{L}}$ is a path from $v_{i_{0}}$ to $v_{i_{L}}$ in a graph $G$ if $\forall l \in[1, L]$ there exists an edge $e_{i_{l-1}, i_{l}} \in E(G)$. The length of the path is given by $L=\left|P_{i, j}\right|-1$, where notation $\hat{P}_{i, j}$ is used to emphasise that $P_{i, j}$ is the shortest path between $v_{i}$ and $v_{j}$. If there exists $P_{i, j}$, we say that vertices $v_{i}$ and $v_{j}$ are linked and a graph $G$ is called connected if $\forall v_{i}, v_{j} \in V(G)$ there exists $P_{i, j}$ in $G$. A subgraph $C_{i} \subseteq G$ is called a connected component of $G$ if $C_{i}$ is connected and is maximal for this property. Each $C_{i}$ is uniquely addressed by any member vertex $v_{i} \in C_{i}$. When considering two non-empty subgraphs
$G_{A}, G_{B} \subseteq G, G_{B}$ is called an extension of $G_{A}$ in $G$ if $G_{A} \subseteq G_{B}$ and any connected component of $G_{B}$ contains exactly one connected component of $G_{A}$. Consequently, a set of edges $E\left(G_{C}\right) \subseteq E(G)$ is a graph-cut for $G_{A}$ if $\overline{E\left(G_{C}\right)}$ is an extension of $G_{A}$ and if $E\left(G_{C}\right)$ is minimal for this property [2]. We denote a graph-cut for $G_{A}$ as $E^{C}\left(G_{A}\right)$. Another particularly important subgraph for the following definitions is a graph of local minima. These are defined as connected subgraphs of equally weighted edges, the adjacent edges of which have strictly greater values. A graph union of local minima is denoted as $M(G, W)$.

### 2.1 Watershed

The definition of watershed used in this paper relies on the notion of the minimum spanning forest $\operatorname{MFS}(G, W)$, constructed on $(G, W)$, relative to the set of local minima $M(G, W)$. Let $G_{A} \subseteq G$, we say that $G_{A}$ is a forest relative to $M(G, W)$ if $G_{A}$ is an extension of $M(G, W)$ and for any extension $G_{B}$ of $M(G, W)$, such that $G_{B} \subseteq G_{A}, V\left(G_{A}\right)=V\left(G_{B}\right)$ implies $G_{A}=G_{B}$. When $V\left(G_{A}\right)=V(G)$, we say $G_{A}$ is a spanning forest relative to $M(G, W)$ for G. $\operatorname{MSF}(G, W)$ is, thus, a spanning forest relative to $M(G, W)$, the sum of edge-weights of which is less than or equal to the sum of the edge-weights of any other spanning forest relative to $M(G, W)$ for $(G, W)$. As shown by [2], a watershed is a graphcut $E^{C}(\operatorname{MSF}(G, W))$ for $\operatorname{MSF}(G, W)$ or, equivalently, watershed regions are connected components $C_{i} \in$ $\operatorname{MSF}(G, W)$.
In addition to its efficient implementation (see the pseudocode in [2]), the given watershed definition allows for flexible graph segmentation by manipulating over the edge weight functions. When considering the classical watershed problem where those "valleys" separated by "ridges" are being segmented, edge-weights are defined by the lowest attribute value of the corresponding vertices, i.e. $W\left[e_{i, j}\right]=$ $\bigwedge\left\{A\left[v_{i}\right], A\left[v_{j}\right]\right\}$. Inversely, the segmentation of peaks is achieved by $W\left[e_{i, j}\right]=\bigwedge\left\{-A\left[v_{i}\right],-A\left[v_{j}\right]\right\}$. Furthermore, a marker-controlled watershed can be achieved by filtering the underlying attribute function $A$, discussed next.

### 2.2 Connected operators on graphs

We define the neighbourhood of a vertex $v_{i}$ (i.e. structuring element) by a subgraph $S_{i}^{s} \subseteq G$ of size $s$, the vertex-set and edge-set of which are:

$$
\begin{array}{r}
V\left(S_{i}^{s}\right)=\left\{v_{j} \in V(G):\left|\hat{P}_{i, j}\right|-1 \leq s\right\} \cup\left\{v_{i}\right\}  \tag{1}\\
E\left(S_{i}^{s}\right)=\left\{e_{j, k} \in E(G): v_{j}, v_{k} \in V\left(S_{i}^{s}\right)\right\}
\end{array}
$$

In other words, vertex-set of $S_{i}^{s}$ consists of vertices whose shortest paths from $v_{i}$ are no longer than $s$ and its edge-set contains the corresponding edges
from $E(G)$. A dilation of $A$ at $v_{i}$ is then defined as $\delta^{s}(A)\left[v_{i}\right]=\bigvee_{v_{j} \in V\left(S_{i}^{s}\right)} A\left[v_{j}\right]$, while an elementary geodesic dilation $\delta_{A}^{1}\left(A^{M}\right)$ of a marker attributefunction $A^{M}$ under the mask $A$ is according to [13] given as

$$
\begin{equation*}
\delta_{A}^{1}\left(A^{M}\right)\left[v_{i}\right]=\bigwedge\left\{\delta^{1}(A)\left[v_{i}\right], A\left[v_{i}\right]\right\} \tag{2}
\end{equation*}
$$

Geodesic dilation of size $s \geq 1$, denoted as $\delta_{A}^{s}$, is defined by iterating elementary geodesic dilation $s$-times. As only undirected graphs are considered in this paper, elementary erosion is given by the duality principle as $\epsilon^{s}(A)=-\delta^{s}(-A)$ and geodesic erosion as $\epsilon_{A}^{s}\left(A^{M}\right)=-\delta_{-A}^{s}\left(-A^{M}\right)$. A straightforward approach to marker-controlled watershed is achieved by the socalled reconstruction closing of $A$ under the markerfunction $A^{M}$ [12]. For this purpose, $A^{M}\left[v_{i}\right]=A\left[v_{i}\right]$ if $v_{i}$ is marked and $A^{M}\left[v_{i}\right]=\infty$ otherwise. Reconstruction by erosion, denoted as $\epsilon^{R}$, is defined as a stable state achieved after iteratively applying elementary geodesic erosions [10, 8]. Accordingly,

$$
\begin{equation*}
\epsilon_{A}^{R}\left(A^{M}\right)=\bigwedge_{s \rightarrow \infty} \epsilon_{A}^{s}\left(A^{M}\right) \tag{3}
\end{equation*}
$$

The edge-weight function allowing for marker-controlled watershed is then given as $W\left[e_{i, j}\right]=\bigwedge\left\{\epsilon_{A}^{R}\left(A^{M}\right)\left[v_{i}\right], \epsilon_{A}^{R}\left(A^{M}\right)\left[v_{j}\right]\right\}$ or $W\left[e_{i, j}\right]=\bigwedge\left\{-\epsilon_{A}^{R}\left(A^{M}\right)\left[v_{i}\right],-\epsilon_{A}^{R}\left(A^{M}\right)\left[v_{j}\right]\right\}$ when peaks are being segmented rather than valleys. Based on these notions, a new approach for singletree delineation in LiDAR data is proposed next.

## 3 Single tree-crown delineation

During the initial step of the method, the topology construction over the input LiDAR point cloud is done in consistency with the graph-theoretical approach. Although any type of undirected graph can be used, sufficient memory and computational efficiency is achieved by constructing $G$ as a regular 2D grid for the representation of CHM. A digital surface model is then constructed as a mapping $D S M: V(G) \rightarrow \mathbb{R}$, where $D S M\left[v_{i}\right]$ is defined by the highest point within the neighbourhood of $v_{i}$ (i.e. the considered grid cell). $D T M$ is in our case constructed as described by [7] and then subtracted from $D S M$. The heights of the vertices corresponding to building regions are set at 0 in order to obtain CHM.

### 3.1 Segmentation of canopy layer

This section proposes an improved treetop detection based on locally fitted surfaces (LoFS), leading to a significantly lower oversegmentation in comparison with the usually used local maxima search. Initially proposed for the extraction of planar points in [7], LoFS uses surface-fitting based on least squares in
order to obtain descriptions of vertices' local neighbourhoods. As the least-square fitting is well known, it is not discussed at this point. An in-depth study of the least-squares is provided by [1] and [11]. Let $\Pi^{s}\left(G_{2}, C H M\right)$ be a set of polynomials, best-fitted to CHM within the neighbourhood of a given vertex $v_{i}$ (note that the neighbourhood of $v_{i}$ is defined by a subgraph $S_{i}^{s} \subseteq G_{2}$ ). The best-fitted polynomial $\Pi^{s}\left(G_{2}, C H M\right)\left[v_{i}\right]$ is given in explicit form as

$$
\begin{align*}
& \Pi^{s}\left(G_{2}, C H M\right)\left[v_{i}\right]= \\
& c_{5} X\left[v_{i}\right]^{2}+c_{4} X\left[v_{i}\right] Y\left[v_{i}\right]+  \tag{4}\\
& +c_{3} Y\left[v_{i}\right]^{2}+c_{2} X\left[v_{i}\right]+c_{1} Y\left[v_{i}\right]+c_{0} .
\end{align*}
$$

When considering coefficients $c_{k}$ (where $k \in[0,5]$ ) defining $\Pi^{s}$, the neighbourhood of $v_{i}$ at scale $s$ can be segmented into convex, concave, or neither of those, i.e. a saddle [3]. Namely, it can be shown that $\Pi^{s}\left(G_{2}, C H M\right)\left[v_{i}\right]$ is saddle if $c_{4}^{2}-4 c_{5} c_{3} \geq 0$. Otherwise, the neighbourhood is convex if $c_{5} \geq 0$ and concave if $c_{5}<0$.

Intuitively, vertices with concave neighbourhoods represent treetops, while saddle and convex neighbourhoods appear near the boundaries of tree-crowns. As the used surface approximation is, by itself, capable of absorbing a fair amount of noise, treetop detection is significantly more reliable in this way. It is also better adapted for dealing with anisotropic tree-crowns than e.g. Gaussian filtering at variable scales [5]. Most importantly, the proposed approach allows for controlling the curvature of the treetops by applying a threshold $\breve{t}_{M}$ instead of using a constant 0 . Thus, a marker function $C H M_{M}$ used for markercontrolled watershed is given as

$$
C H M_{M}\left[v_{i}\right]=\left\{\begin{array}{cl}
C H M\left[v_{i}\right], & \text { if concave }  \tag{5}\\
\infty, & \text { otherwise }
\end{array}\right.
$$

The edge-weight function, allowing for watershed segmentation based on LoFS, is defined as

$$
\begin{align*}
& W_{\Pi}\left[e_{i, i}\right]=  \tag{6}\\
& \wedge\left\{-\epsilon_{C H M}^{R}\left(C H M_{M}\right)\left[v_{i}\right],-\epsilon_{C H M}^{R}\left(C H M_{M}\right)\left[v_{i}\right]\right\} .
\end{align*}
$$

Watershed is thus obtained by a cut $E^{C}\left(\operatorname{MSF}\left(G_{2}, W_{\Pi}\right)\right)$ and watershed regions defining individual trees are connected components $C_{i} \in \operatorname{MSF}\left(G_{2}, W_{\Pi}\right)$.

## 4 Results

The proposed approach was evaluated on six different LiDAR datasets of different terrain configuration, forest types, and data density. Within these datasets, 11 test areas were selected where ground truth measurements were acquired. The centres of each test area were defined first and the positions of the trees within a radius of $12 m$ were measured. In total, the positions of 232 trees were sampled using Garmin

GPSMAP 60CSx. The estimated average error was approximately $2 m$ in all the test cases, with standard deviation equal to 0.5 m .

In the first step of the validation procedure, detected trees within the test areas are extracted first by thresholding them based on their distances from the closest centres of the test areas. These are then matched by linking them with the closest groundtruth positions of the tree trunks, where: i) $t p$ are true positives, defined by the number of ground truth trees that were detected, ii) $f p$ are false positives, detected if a ground truth tree is matched with more than one estimate, and iii) $f n$ are false negatives, defined by the number of ground truth trees that were not matched. Accordingly, the following statistical measurements of the performance were used [6]: i) sensitivity or true positive rate $t p r$ is given by $t p r=t p /(t p+f n)$, ii) precision or positive predictive value $p p v$ is defined as $p p v=t p /(t p+f p)$, and iii) $f 1$-score is the harmonic mean of precision and sensitivity, given by $f 1$-score $=2 t p /(2 t p+f p+f n)$.

### 4.1 Validation

The proposed approach for the delineation of CHM based on $L o F S$ was evaluated in comparison to the traditional approach with local maxima-based definition of watershed markers. As the compared method relies on smoothing in order to cope with oversegmentation, different smoothing levels (i.e $\sigma \in$ $\{0.5,0.75,1.0,1.25,1.5\}$ ) were applied. On average, the highest $f 1$-score value was achieved when $\sigma \doteq$ 0.75 and the values of $t p r$ and $p p v$ were balanced (see Fig. 1a) as $\sigma$ positively correlates with $p p v$, while its correlation with tpr is negative. Although only the highest f1-score achieved by the compared method was used in further comparisons, significant improvement in the results was achieved with the proposed LoFS-based definition of markers, where curvature threshold $\check{t}_{M}=0.01$ was used in all the cases (see Eq. 5).

The proposed method achieved lower tpr value in comparison to the traditional approach (see Fig. 1), however, its precision given by $p p v$ was greater. The decreased tpr can be attributed to the inaccuracies of the ground-truth data and the matching procedure that may coincidentally match the overdetected trees from the canopy layer with the understorey trees. Nevertheless, the proposed method achieved higher $f 1$-score in all cases. This indicated that the proposed method was better adapted for dealing with noise and confirmed that the LoFS-based definition of markers outperformed the local maxima search as it is better adapted to dealing with the anisotropic shapes of tree-crowns of different sizes than straightforward smoothing of CHMs at various levels.


Figure 1: The accuracy of single tree-crown extraction of the compared method at different smoothing levels (left) and the increase in efficiency achieved by the proposed method (right).

## 5 Conclusion

This paper proposes an improved CHM analysis for single tree crown delineation using $L o F S$-based definitions of markers. Since LoFS can be asymmetrical and of arbitrary curvature, the proposed approach is superior to the traditional predifined filters, e.g. Gaussian kernel. As confirmed by the results, this self-adaptation to various sizes and anisotropic shapes of tree-crowns results in approximately $10 \%$ improvement of extraction rate, while the precision is decreased by less than $3 \%$.
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#### Abstract

We generalize the Johnson-Lindenstrauss lemma to define "low-quality" mappings to a Euclidean space of significantly lower dimension which allow us to solve the approximate nearest neighbor problem ( $\epsilon$-ANN). With high probability, an approximate nearest neighbor lies among the $k$ approximate nearest neighbors in the projected space. In order to compute them, we employ a data structure, such as BBD-trees. Our algorithm, given $n$ points in $\mathbb{R}^{d}$, achieves space usage in $O(d n)$, preprocessing time in $O(d n \log n)$, and query time in $O\left(d n^{\rho} \log n\right)$, where $\rho$ is proportional to $1-1 / \ln \ln n$, for fixed $\epsilon \in(0,1)$. The dimension reduction is larger if one assumes that pointsets possess some structure, namely bounded expansion rate. We present experimental results in up to 500 dimensions and $10^{5}$ points.


## 1 Introduction

Nearest neighbor searching is a fundamental computational problem. Let $X$ be a set of $n$ points in $\mathbb{R}^{d}$ and let $d\left(p, p^{\prime}\right)$ be the (Euclidean) distance between any two points $p$ and $p^{\prime}$. The problem consists in building a data structure which reports, given a query point $q$, a point $p \in X$ s.t. $d(p, q) \leq d\left(p^{\prime}, q\right)$, for all $p^{\prime} \in X$ and $p$ is said to be a nearest neighbor of $q$. However, an exact solution to high-dimensional nearest neighbor search, in sublinear time, requires prohibitively heavy resources. Thus, many techniques focus on the less demanding task of computing the approximate nearest neighbor $(\epsilon$-ANN). Given a parameter $\epsilon \in(0,1)$, a $(1+\epsilon)$-approximate nearest neighbor to a query $q$ is a point $p$ in $X$ s.t. $d(q, p) \leq(1+\epsilon) \cdot d\left(q, p^{\prime}\right), \forall p^{\prime} \in X$.

Sec. 2 introduces our embeddings to dimension lower than predicted by the Johnson-Linderstrauss lemma. Sec. 3 states our main results about $\epsilon$-ANN search. Sec. 4 generalizes our discussion so as to exploit bounded expansion rate, and Sec. 5 presents ex-

[^72]periments. This extended abstract reformulates and summarizes results from [AEP15] where missing details and omitted proofs can be found.

In $[A M N+98]$ they introduced the Balanced BoxDecomposition (BBD) trees. BBD-trees achieve query time $O(c \log n)$ with $c \leq d / 2\lceil 1+6 d / \epsilon\rceil^{d}$, using space in $O(d n)$, and preprocessing time in $O(d n \log n)$. An approximation to the $k \geq 1$ nearest neighbors can be computed at an extra cost of $O(k \cdot d \log n)$. Another data structure is the Approximate Voronoi Diagrams which are shown to establish a space/time tradeoff [AMM09]. For high dimensions, one might apply the Johnson-Lindenstrauss lemma and map the points to $O\left(\frac{\log n}{\epsilon^{2}}\right)$ dimensions which however requires prohibitive resources when $\epsilon \ll 1$.

In high dimensional spaces, space partitioning data structures are affected by the curse of dimensionality. An important method conceived for high dimensional data is locality sensitive hashing (LSH). In general, LSH requires roughly $O\left(d n^{1+\rho}\right)$ space and $O\left(d n^{\rho}\right)$ query time for some parameter $\rho \in(0,1)$. Lately, it was shown that one can achieve $\rho \leq \frac{7}{8(1+\epsilon)^{2}}+$ $O\left(\frac{1}{(1+\epsilon)^{3}}\right)+o(1)$ [AINR14]. For comparison, in Thm. 6 we show that it is possible to use $O(d n)$ space, with query time roughly $O\left(d n^{\rho}\right)$ where $\rho<1$ is now higher than the one appearing in LSH.

In [KR02], they introduce the notion of expansion rate $c$ for an arbitrary metric which is more restrictive than that of the doubling dimension (See Sec. 4 for definitions). In Thm. 8, we provide a data structure for the $\epsilon$-ANN problem in the Euclidean metric with $O(d n)$ space and $O\left(\left(C^{1 / \epsilon^{3}}+\log n\right) d \log n / \epsilon^{2}\right)$ query time, where $C$ depends on $c$.

## 2 Low Quality Randomized Embeddings

In the following, we denote by $\|\cdot\|$ the Euclidean norm and by $|\cdot|$ the cardinality of a set. The Johnson and Lindenstrauss lemma states that for any set $X \subset$ $\mathbb{R}^{d}, \epsilon \in(0,1)$ there exists a distribution over linear mappings $f: \mathbb{R}^{d} \longrightarrow \mathbb{R}^{d^{\prime}}$, where $d^{\prime}=O\left(\log |X| / \epsilon^{2}\right)$, s.t. $\forall p, q \in X,(1-\epsilon)\|p-q\|^{2} \leq\|f(p)-f(q)\|^{2} \leq$ $(1+\epsilon)\|p-q\|^{2}$.

In the initial proof [JL84], they show that this can be achieved by orthogonally projecting the pointset on a random linear subspace of dimension $d^{\prime}$. In [DG02], they provide a proof based on elementary probabilistic techniques. In [IM98], they prove that it suffices to
apply a gaussian matrix on the pointset, or even simpler a matrix whose entries are independent random variables with uniformly distributed values in $\{-1,1\}$. However, it has been realized [IN07] that this notion of randomized embedding is stronger than what is required for the $\epsilon$-ANN problem.

Definition 1 [IN07] Let $\left(Y, d_{Y}\right),\left(Z, d_{Z}\right)$ be metric spaces and $X \subseteq Y$. A distribution over mappings $f: Y \rightarrow Z$ is a nearest-neighbor preserving embedding with distortion $D \geq 1$ and probability of success $P \in[0,1]$, if for $\epsilon>0$ and $\forall q \in Y$, with probability at least $P$, when $x \in X$ is such that $f(x)$ is an $(1+\epsilon)$-approximate nearest neighbor of $f(q)$ in $f(X)$, then $x$ is a $(D \cdot(1+\epsilon))$-approximate nearest neighbor of $q$ in $X$.
Let $X$ be a set of $n$ points in $\mathbb{R}^{d}$, let $q \in \mathbb{R}^{d}$ and $1 \leq k \leq n$. The problem of computing an approximation of the $k$ nearest points ( $\epsilon$ - $k$ ANNs) consists in reporting a sequence $S=\left\{p_{1}, \cdots, p_{k}\right\}$ of $k$ distinct points s.t. the $i$-th point is an $(1+\epsilon)$ approximation to the $i$-th nearest neighbor of $q$. Furthermore, Asmp. 1 is satisfied by BBD-trees.

Assumption 1 Let $S^{\prime} \subseteq X$ be the set of points visited by the $\epsilon$ - $k A N N s$ search s.t. $S=\left\{p_{1}, \cdots, p_{k}\right\} \subseteq$ $S^{\prime}$ is the set of points which are the $k$ nearest to the query point $q$ among the points in $S^{\prime}$. We assume that $\forall x \in X \backslash S^{\prime}, d(x, q)>d\left(p_{k}, q\right) /(1+\epsilon)$.
Assuming the existence of a data structure which solves $\epsilon$ - $k$ ANNs, we can weaken Def. 1 as follows.

Definition 2 Let $\left(Y, d_{Y}\right),\left(Z, d_{Z}\right)$ be metric spaces and $X \subseteq Y$. A distribution over mappings $f: Y \rightarrow$ $Z$ is a locality preserving embedding with distortion $D \geq 1$, probability of success $P \in[0,1]$ and locality parameter $k$, if for $\epsilon>0$ and $\forall q \in Y$, with probability at least $P$, when $S=\left\{f\left(p_{1}\right), \cdots, f\left(p_{k}\right)\right\}$ is a solution to $\epsilon$ - $k$ ANNs for $q$ under Asmp. 1, then $\exists f(x) \in S$ such that $x$ is a $D \cdot(1+\epsilon)$-approximate nearest neighbor of $q$ in $X$.

Hence, we reduce the problem of $\epsilon$-ANN in dimension $d$ to the problem of $\epsilon-k$ ANNs in dimension $d^{\prime}<d$.

Lemma 1 [DG02] There exists a distribution over linear maps $A: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d^{\prime}}$ s.t., for any $p \in \mathbb{R}^{d}$ with $\|p\|=1:$

- if $\beta<1$ then $\operatorname{Pr}\left[\|A p\|^{2} \leq \beta^{2} \cdot \frac{d^{\prime}}{d}\right] \leq \exp \left(\frac{d^{\prime}}{2}(1-\right.$ $\left.\beta^{2}+2 \ln \beta\right)$,
- if $\beta>1$ then $\operatorname{Pr}\left[\|A p\|^{2} \geq \beta^{2} \cdot \frac{d^{\prime}}{d}\right] \leq \exp \left(\frac{d^{\prime}}{2}(1-\right.$ $\left.\beta^{2}+2 \ln \beta\right)$.

The following lemma is proved by induction [AEP15].
Lemma $2 \forall i \in \mathbb{N}, \epsilon \in(0,1)$,

$$
\frac{(1+\epsilon / 2)^{2}}{\left(2^{i}(1+\epsilon)\right)^{2}}-2 \ln \frac{(1+\epsilon / 2)}{2^{i}(1+\epsilon)}-1>0.05(i+1) \epsilon^{2}
$$

Lemma 3 A simple calculation shows that $\forall x>0$,
$\frac{(1+x)^{2}}{(1+2 x)^{2}}-2 \ln \left(\frac{1+x}{1+2 x}\right)-1<(1+x)^{2}-2 \ln (1+x)-1$.
Theorem 4 Under the notation of Def. 2, there exists a randomized mapping $f: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d^{\prime}}$ which satisfies Def. 2 for $d^{\prime}=O\left(\log \frac{n}{\delta k} / \epsilon^{2}\right), D=1+\epsilon$ and $P=1-\delta$, for any constant $\delta \in(0,1)$.

Proof. Let $X$ be a set of $n$ points in $\mathbb{R}^{d}$ and consider map $f: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d^{\prime}}: v \mapsto \sqrt{d / d^{\prime}} \cdot A v$, where $A$ is a matrix as in Def. 2. Wlog the query point $q$ lies in the origin and its nearest neighbor $u$ lies at distance 1 from $q$. We denote by $c \geq 1$ the approximation ratio guaranteed by the assumed data structure. In other words, the assumed data structure solves the $(c-1)$ - $k$ ANNs problem.

For each point $x, L_{x}=\|A y\|^{2}$ where $y=x /\|x\|$. Let $N$ be the random variable whose value indicates the number of "bad" candidates, that is

$$
N=\left|\left\{x \in X:\|x-q\|>\gamma \wedge L_{x} \leq \frac{\beta^{2}}{\gamma^{2}} \cdot \frac{d^{\prime}}{d}\right\}\right|
$$

where we define $\beta=c(1+\epsilon / 2), \gamma=c(1+\epsilon)$. Hence, by Lem. $1, \mathbb{E}[N] \leq n \cdot \exp \left(\frac{d^{\prime}}{2}\left(1-\frac{\beta^{2}}{\gamma^{2}}+2 \ln \frac{\beta}{\gamma}\right)\right)$. By Markov's inequality,

$$
\operatorname{Pr}[N \geq k] \leq \frac{\mathbb{E}[N]}{k} \leq \frac{n}{k} \cdot \exp \left(\frac{d^{\prime}}{2}\left(1-\frac{\beta^{2}}{\gamma^{2}}+2 \ln \frac{\beta}{\gamma}\right)\right)
$$

The event of failure is defined as the disjunction of two events: $[N \geq k] \vee\left[L_{u} \geq(\beta / c)^{2} d^{\prime} / d\right]$, and its probability is at most equal to

$$
\operatorname{Pr}[N \geq k]+\exp \left(\frac{d^{\prime}}{2}\left(1-(\beta / c)^{2}+2 \ln (\beta / c)\right)\right)
$$

by applying again Lem. 1. Now, we bound these two terms. For the first we choose $d^{\prime}$ s.t.

$$
\begin{equation*}
d^{\prime} \geq 2 \frac{\ln \frac{2 n}{\delta k}}{\frac{\beta^{2}}{\gamma^{2}}-1-2 \ln \frac{\beta}{\gamma}} . \tag{1}
\end{equation*}
$$

Therefore,
$\frac{\exp \left(\frac{d^{\prime}}{2}\left(1-\frac{\beta^{2}}{\gamma^{2}}+2 \ln \frac{\beta}{\gamma}\right)\right)}{k} \leq \frac{\delta}{2 n} \Longrightarrow \operatorname{Pr}[N \geq k] \leq \frac{\delta}{2}$.
Notice that $k \leq n$ and due to Lem. 2, we obtain $(\beta / \gamma)^{2}-2 \ln (\beta / \gamma)-1<(\beta / c)^{2}-2 \ln (\beta / c)-1$. Hence, inequality (1) implies $d^{\prime} \geq 2 \frac{\ln \frac{2}{\delta}}{(\beta / c)^{2}-1-2 \ln (\beta / c)} \Longrightarrow$

$$
\begin{equation*}
\Longrightarrow \exp \left(\frac{d^{\prime}}{2}\left(1-(\beta / c)^{2}+2 \ln (\beta / c)\right)\right) \leq \frac{\delta}{2} . \tag{3}
\end{equation*}
$$

Inequalities (2), (3) imply that the total probability of failure is at most $\delta$. By Lem. 2 there exists $d^{\prime}=$
$O\left(\log \frac{n}{\delta k} / \epsilon^{2}\right)$ and with probability of success at least $1-\delta,\|f(q)-f(u)\| \leq\left(1+\frac{\epsilon}{2}\right)\|u-q\|$ and $N<k$.

Now assume success and let $S=\left\{f\left(p_{1}\right), \ldots, f\left(p_{k}\right)\right\}$ a solution of the $(c-1)$ - $k$ ANNs problem in $f(X)$, satisfying Asmp. 1. We have that $\forall f(x) \in f(X) \backslash S^{\prime}$, $\|f(x)-f(q)\|>\left\|f\left(p_{k}\right)-f(q)\right\| / c$ where $S^{\prime}$ is the set of all points visited by the search routine.

Now, if $f(u) \in S$ then $S$ contains the projection of the nearest neighbor. If $f(u) \notin S$ then if $f(u) \notin S^{\prime}$,

$$
\left\|f\left(p_{k}\right)-f(q)\right\|<c\|f(u)-f(q)\| \leq c(1+\epsilon / 2)\|u-q\| .
$$

Hence, $\exists f\left(p^{*}\right) \in S$ s.t. $\left\|q-p^{*}\right\| \leq c(1+\epsilon)\|u-q\|$. Finally, if $f(u) \notin S$ but $f(u) \in S^{\prime}$,

$$
\left\|f\left(p_{k}\right)-f(q)\right\| \leq\|f(u)-f(q)\| \leq(1+\epsilon / 2)\|u-q\|
$$

and $\exists f\left(p^{*}\right) \in S$ s.t. $\left\|q-p^{*}\right\| \leq c(1+\epsilon)\|u-q\|$.

## 3 Approximate Nearest Neighbor Search

Notice, that BBD-trees satisfy the Asmp. 1. The $\epsilon$ $k$ ANNs search, visits cells in increasing order with respect to their distance from the query and it stops when the current cell lies in distance $>r_{k} / c$ where $r_{k}$ is the current distance to the $k$ th nearest neighbor. We set $D=1+\epsilon$, thus relating approximation error to the allowed distortion; this is not required but simplifies the analysis. Our analysis then focuses on the asymptotic behaviour of the term $\left\lceil 1+6 \frac{d^{\prime}}{\epsilon}\right\rceil^{d^{\prime}}+k$.

Lemma 5 With the above notation, there exists $k>$ 0 s.t., for fixed $\epsilon \in(0,1)$, it holds that $\left.\left\lceil 1+6 \frac{d^{\prime}}{\epsilon}\right\rceil\right\rceil^{d^{\prime}}+k=$ $O\left(n^{\rho}\right)$, where $\rho \leq 1-\epsilon^{2} / \hat{c}\left(\epsilon^{2}+\ln \left(\max \left(\frac{1}{\epsilon}, \ln n\right)\right)\right)<1$ for some constant $\hat{c}>1$.

Proof. Recall that $d^{\prime} \leq \frac{\tilde{c}}{\epsilon^{2}} \ln \frac{n}{k}$ for some constant $\tilde{c}>0$. The constant $\delta$ is hidden in $\tilde{c}$. Let $k=n^{\rho}$. Obviously $\left.\left\lceil 1+6 \frac{d^{\prime}}{\epsilon}\right\rceil\right\rceil^{d^{\prime}} \leq\left(c^{\prime} \frac{d^{\prime}}{\epsilon}\right)^{d^{\prime}}$, for some $c^{\prime} \in(1,7)$.

$$
\begin{equation*}
\left(c^{\prime} \frac{d^{\prime}}{\epsilon}\right)^{d^{\prime}}=n^{\frac{\tilde{\tilde{c}(1-\rho)}}{\epsilon^{2}} \ln \left(\frac{\tilde{c_{c}} c^{\prime}(1-\rho) \ln n}{\epsilon^{3}}\right)} . \tag{4}
\end{equation*}
$$

We assume $\epsilon \in(0,1)$ is a fixed constant. Hence, it is reasonable to assume that $\frac{1}{\epsilon}<n$. We consider two cases when comparing $\ln n$ to $\epsilon$ :

- $\frac{1}{\epsilon} \leq \ln n$. Substituting $\rho=1-\frac{\epsilon^{2}}{2 \tilde{c}\left(\epsilon^{2}+\ln \left(c^{\prime} \ln n\right)\right)}$ into equation (4), the exponent of $n$ is bounded as follows: $\frac{\tilde{c}(1-\rho)}{\epsilon^{2}} \ln \left(\frac{\tilde{c} c^{\prime}(1-\rho) \ln n}{\epsilon^{3}}\right)<\rho$.
- $\frac{1}{\epsilon}>\ln n$. Substituting $\rho=1-\frac{\epsilon^{2}}{2 \tilde{c}\left(\epsilon^{2}+\ln \frac{c^{\prime}}{\epsilon}\right)}$ into equation (4), the exponent of $n$ is bounded by $\rho$.

Combining Thm. 4 with Lem. 5 yields Thm. 6 .
Theorem 6 (Main) Given $n$ points in $\mathbb{R}^{d}$, there exists a randomized data structure which requires
$O(d n)$ space and reports an $(1+\epsilon)^{2}$-approximate nearest neighbor in time $O\left(d n^{\rho} \log n\right)$, where $\rho \leq 1-$ $\epsilon^{2} / \hat{c}\left(\epsilon^{2}+\ln \left(\max \left(\frac{1}{\epsilon}, \ln n\right)\right)\right)$ for some constant $\hat{c}>1$. The preprocessing time is $O(d n \log n)$. For each query, preprocessing succeeds with constant probability.

Proof. The size of the input dataset is $O(d n)$. The space used by BBD-trees is $O\left(d^{\prime} n\right)$ and we also need $O\left(d d^{\prime}\right)$ space for the matrix $A$. Hence, since $d^{\prime}<d$ and $d^{\prime}<n$, the total space usage is $O(d n)$.

Building the BBD-tree costs $O\left(d^{\prime} n \log n\right)$ time. We sample a $d^{\prime}$-dimensional random subspace as follows. We sample in time $O\left(d d^{\prime}\right)$, a $d \times d^{\prime}$ matrix whose entries are independent random variables with the standard normal distribution. Then, we orthonormalize with Gram-Schmidt in time $O\left(d d^{\prime 2}\right)$. Since $d^{\prime}=$ $O(\log n)$, the total preprocessing time is $O(d n \log n)$.

We need $O\left(d d^{\prime}\right)$ time to project each query. Next, we compute its $\epsilon-n^{\rho}$ ANNs in time $O\left(d^{\prime} n^{\rho} \log n\right)$ and we check them with their real coordinates in time $O\left(d n^{\rho}\right)$. Hence, each query costs $O\left(d n^{\rho} \log n\right)$.

## 4 Bounded Expansion Rate

This section models the structure that the data may have so as to obtain more precise bounds. To this end, we consider pointsets with bounded expansion rate.

Definition 3 Let $M$ a metric space and $X \subseteq M$ a finite pointset and let $B_{p}(r)$ denote the points of $X$ lying in the ball centered at $p$ with radius $r$. We say that $X$ has ( $\rho, c$ )-expansion rate if and only if, $\forall p \in M$ and $r>0,\left|B_{p}(r)\right| \geq \rho \Longrightarrow\left|B_{p}(2 r)\right| \leq c \cdot\left|B_{p}(r)\right|$.

Theorem 7 There exists a randomized mapping $f$ : $\mathbb{R}^{d} \rightarrow \mathbb{R}^{d^{\prime}}$ which satisfies Def. 2 for $d^{\prime}=O\left(\frac{\log \left(c+\frac{\rho}{\delta k}\right)}{\epsilon^{2}}\right)$, $D=1+\epsilon$ and $P=1-\delta$, for any constant $\delta \in(0,1)$, for pointsets with $(\rho, c)$-expansion rate.

Proof. (Sketch) We proceed in the same spirit as in the proof of Thm. 4, and using the notation from that proof. Let $r_{0}$ be the distance to the $\rho$-th nearest neighbor, excluding neighbors at distance $\leq 1+\epsilon$. For $i>0$, let $r_{i}=2 \cdot r_{i-1}$ and set $r_{-1}=1+\epsilon . \mathbb{E}[N] \leq$

$$
\sum_{i=0}^{\infty} c^{i} \rho \cdot \exp \left(\frac{d^{\prime}}{2}\left(1-\frac{(1+\epsilon / 2)^{2}}{2^{2 i}(1+\epsilon)^{2}}+2 \ln \frac{1+\epsilon / 2}{2^{i}(1+\epsilon)}\right)\right)
$$

By Lem. 2 and for $d^{\prime} \geq 40 \cdot \ln \left(c+\frac{2 \rho}{k \delta}\right) / \epsilon^{2}, \mathbb{E}[N] \leq$
$\rho \sum_{i=0}^{\infty} c^{i} \cdot\left(\frac{1}{c}\right)^{i+1} \cdot\left(\frac{1}{1+\frac{2 \rho}{k c \delta}}\right)^{i+1}=\frac{\rho}{c} \sum_{i=0}^{\infty}\left(\frac{1}{1+\frac{2 \rho}{k c \delta}}\right)^{i+1}=\frac{k \delta}{2}$.
Finally, $\operatorname{Pr}[N \geq k] \leq \frac{\mathbb{E}[N]}{k} \leq \frac{\delta}{2}$.
Employing Thm. 7 we obtain a result analogous to Thm. 6 which underlines our scheme's sensitivity to real world assumptions.

Theorem 8 Given $n$ points in $\mathbb{R}^{d}$ with $(\ln n, c)$ expansion rate, there exists a randomized data structure which requires $O(d n)$ space and $O(d n \log n)$ preprocessing time and reports an $(1+\epsilon)^{2}$-approximate nearest neighbor in time $O\left(\left(C^{1 / \epsilon^{3}}+\log n\right) d \log n / \epsilon^{2}\right)$, for some $C$ depending on $c$. For each query, preprocessing succeeds with constant probability.

## 5 Experiments



Figure 1: Plot of k as $n$ increases. We also show functions of the form $n^{\rho}, \rho<1$ for comparison.

We follow the "planted nearest neighbor model" procedure for our datasets, which is described in [DI04]. This model, which is motivated by real applications, guarantees for each query $q$ the existence of a few approximate nearest neighbors while keeping all other points sufficiently far from $q$. These datasets constitute a worst-case input for our approach since every query point has exactly one nearest neighbor and has many points lying near the boundary of $(1+\epsilon)$. Following the above scheme we create datasets for different values of $n, d, \epsilon$ and for each query point we plant one neighbor at distance $R=2$ whereas all other points lie at distance $>(1+\epsilon) R$.

We use a random mapping $f: \mathbb{R}^{d} \mapsto \mathbb{R}^{d^{\prime}}$ where $d^{\prime}=\frac{\log n}{\log \log n}$ using a gaussian matrix $G$, where each entry $G_{i j} \sim N(0,1)$. Then, we count the number of points lying between $f(q)$ and its actual nearest neighbor which is the optimal $k$ for $q$. In Figure 1 we present the average value of $k$ for increasing number of points $n$. The resulting curve has an intrinsic concavity, which shows that the dependency of $k$ on $n$ is sublinear. While choosing $k$ as in Thm. 4 is quite pessimistic, it is an open question whether there exists a method for choosing $k$ depending on the pointset.

Next, we build a BBD-tree on the projected data points using the ANN library. Having fixed $k=\sqrt{n}$, we measure the average time needed, for each query $q$, to find its $\epsilon$ - $k$ ANNs in the projected space and then to find the point which lies in distance $\leq R$. We compare these times to the average times reported by the E2LSH $R$-near neighbor queries. We require from both approaches to have accuracy $>0.90$. It is clear from Figure 2 that E2LSH is faster than our approach by a factor of 3 , however it requires more space.


Figure 2: Our embedding approach against E2LSH.
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#### Abstract

Let $S$ be a planar $n$-point set. Classically, one can find the Voronoi diagram $\mathrm{VD}(S)$ for $S$ in $O(n \log n)$ time and $O(n)$ space. We study the situation when the available workspace is limited: for $s \in\{1, \ldots, n\}$, an $s$-workspace algorithm has read-only access to an input array with the points from $S$ in arbitrary order, and it may use only $O(s)$ additional words of $\Theta(\log n)$ bits for reading and writing intermediate data. We describe a randomized $s$-workspace algorithm for finding $\mathrm{VD}(S)$ in expected time $O\left(\left(n^{2} / s\right) \log s+\right.$ $\left.n \log s \log ^{*} s\right)$. This almost matches the optimal running times for both constant and linear workspace and provides a continuous trade-off between them.


## 1 Introduction

Since the beginning of computer science, there has been interest in algorithms that can deal with strong memory constraints. This started in the early 70's [10] when memory was expensive, but now it is motivated by the proliferation of small embedded devices where a lot of memory is neither feasible nor desirable.

Even when space is not an issue, one might want to limit the number of write operations: even though one can read flash memory very fast, writing (or even reordering) data is slow and reduces the lifetime; writeaccess to removable memory is sometimes limited for technical or security reasons; similar problems occur when concurrent algorithms need to access the same data and create concurrency problems. A way to deal with this is to consider algorithms that do not modify the input, and use as few variables as possible.

The exact setting may vary, but there is a common theme: the input resides in a read-only data structure, the output must be written to some write-only structure, and we can use $O(s)$ additional variables to compute the solution (for a given parameter $s$ ). Our aim is to design algorithms whose running time decreases as $s$ grows, giving a time-space trade-off [11].

One of the initial problems considered in this model

[^73]is sorting $[7,8]$. It is known that the time-space product of any sorting algorithm is $\Omega\left(n^{2}\right)$ [5], and matching upper bounds for the case $b \in \Omega(\log n) \cap$ $O(n / \log n)$ were obtained by Pagter and Rauhe [9] ( $b$ denotes the size of the workspace, in bits). Since the sorted list cannot be stored explicitly in memory, we must report the values one by one in order.

The concept of memory constrained algorithms was introduced to computational geometry by Asano et al. [2]. They show how to compute many classic geometric structures with $O(1)$ workspace. Afterwards, several time-space trade-off algorithms have been designed for classic problems within a simple polygon, such as shortest path computation [1], visibility [4], or computing the convex hull of a simple polygon [3].

Problem Setting. We are given a list $S$ of $n$ points in the plane. We assume that the points are in some structure (say, an array) that allows random access to any point. We would like to design an algorithm that computes the Voronoi diagram of $S, \operatorname{VD}(S)$. Since the diagram itself cannot be explicitly stored in memory, the aim is to report its vertices one by one in a writeonly data structure in no particular order. In addition to the input, the algorithm can use $O(s)$ variables (for some parameter $s \leq n$ ). We assume that each variable or pointer contains a data word of $\Theta(\log n)$ bits.

Our aim is an algorithm whose running time decreases as $s$ grows. Ideally, we would like that the trade-off is continuous and that the running times for both extremes of $s$ match with the currently best known algorithms for these cases $\left(O\left(n^{2}\right)\right.$ and $O(n \log n)$ time for $s=1$ and $s=n$, respectively). As we will see below, we can almost achieve this goal.

## 2 Voronoi Diagrams Through Random Sampling

Given a planar $n$-point set $S$, we would like to find the vertices of $\operatorname{VD}(S)$. Let $K=\left\{p_{1}, p_{2}, p_{3}\right\}$ be a triangle with $S \subseteq \operatorname{conv}(K)$ so that all vertices of $\operatorname{VD}(S)$ are vertices of $\mathrm{VD}(S \cup K)$. We use random sampling to divide the problem of computing $\mathrm{VD}(S \cup K)$ into $O(s)$ subproblems of size $O(n / s)$. First, we show how to take a random sample from $S$ with small workspace.

Lemma 1 We can sample a uniform random subset $R \subseteq S$ of size $s$ in time $O(n+s \log s)$ and space $O(s)$.

Proof. We sample a random sequence $I$ of $s$ distinct numbers from $\{1, \ldots, n\}$. This is done in $s$ rounds. At the beginning of round $k$, for $k=1, \ldots, s$, we have a sequence $I$ of $k-1$ numbers from $\{1, \ldots, n\}$. We store $I$ in a binary search tree $T$. We maintain the invariant that each node in $T$ with value in $\{1, \ldots, n-$ $k+1\}$ stores a pointer to a unique number in $\{n-$ $k+2, \ldots, n\}$ that is not in $I$. In round $k$, we sample a random number $x$ from $\{1, \ldots, n-k+1\}$, and we check in $T$ whether $x \in I$. If not, we add $x$ to $I$. Otherwise, we add to $I$ the number that $x$ points to. Let $y$ be the new element. We add $y$ to $T$. Then we update the pointers: if $x=n-k+1$, we do nothing. Now suppose $x<n-k+1$. Then, if $n-k+1 \notin I$, we put a pointer from $x$ to $n-k+1$. Otherwise, if $n-k+1 \in I$, we let $x$ point to the element that $n-k+1$ points to. This keeps the invariant and takes $O(\log s)$ time and $O(s)$ space. We continue for $s$ rounds. Any sequence of $s$ distinct numbers in $\{1, \ldots, n\}$ is sampled with equal probability.

Finally, we scan through $S$ to obtain the elements whose positions correspond to the numbers in $I$. This requires $O(n)$ time and $O(s)$ space.

We use Lemma 1 to find a random sample $R \subseteq S$ of size $s$. We compute $\operatorname{VD}(R \cup K)$, triangulate the bounded cells and construct a planar point location structure for the triangulation. This takes $O(s \log s)$ time and $O(s)$ space. Given a vertex $v \in \operatorname{VD}(R \cup K)$, the conflict circle of $v$ is the largest circle with center $v$ and no point from $R \cup K$ in its interior. The conflict set $B_{v}$ of $v$ contains all points from $S$ that lie in the conflict circle of $v$, and the conflict size $b_{v}$ of $v$ is the number of points in $B_{v}$. We scan through $S$ to find the conflict size $b_{v}$ for each vertex $v \in \mathrm{VD}(R \cup K)$ : every Voronoi vertex has a counter that is initially 0 . For each $p \in S \backslash(R \cup K)$, we use the point location structure to find the triangle $\Delta$ of $\mathrm{VD}(R \cup K)$ that contains it. At least one vertex $v$ of $\Delta$ is in conflict with $p$. Starting from $v$, we walk along the edges of $\mathrm{VD}(R \cup K)$ to find all Voronoi vertices in conflict with $p$. We increment the counters of all these vertices. This may take a long time in the worst case, so we impose an upper bound on the total work. For this, we choose a threshold $M$. When the sum of the conflict counters exceeds $M$, we start over with a new sample $R$. The total time for one attempt is $O(n \log s+M)$, and below we prove that for $M=\Theta(n)$ the success probability is at least $3 / 4$. Next, we pick another threshold $T$, and we compute for each vertex $v$ of $\mathrm{VD}(R \cup K)$ the excess $t_{v}=b_{v} s / n$. The excess measures how far the vertex deviates from the desired conflict size $n / s$. We check if $\sum_{v \in \operatorname{VD}(R \cup K)} t_{v} \log t_{v} \leq T$. If not, we start over with a new sample. Below, we prove that for $T=\Theta(s)$, the success probability is at least $3 / 4$. The total success probability is $1 / 2$, and the expected number of attempts is 2 . Thus,
in expected time $O(n \log s+s \log s)$, we can find a sample $R \subseteq S$ with $\sum_{v \in \mathrm{VD}(R \cup K)} b_{v}=O(n)$ and $\sum_{v \in \mathrm{VD}(R \cup K)} t_{v} \log t_{v}=O(s)$.

We now analyze the success probabilities, using the classic Clarkson-Shor method. We begin with the following version of the Chazelle-Friedman bound [6].

Lemma 2 Let $X$ be a planar point set of size o, and let $Y \subset \mathbb{R}^{2}$ with $|Y| \leq 3$. For fixed $p \in(0,1]$, let $R \subseteq X$ be a random subset of size po and let $R^{\prime} \subseteq X$ be a random subset of size $p^{\prime} o$, for $p^{\prime}=p / 2$. Suppose that $p^{\prime} o \geq 4$. Fix $\mathbf{u} \in X^{3}$, and let $v_{\mathbf{u}}$ be the Voronoi vertex defined by $\mathbf{u}$. Let $b_{\mathbf{u}}$ be the number of points from $X$ in the largest circle with center $v_{\mathbf{u}}$ and with no points from $R$ in its interior. Then,
$\operatorname{Pr}\left[v_{\mathbf{u}} \in \mathrm{VD}(R \cup Y)\right] \leq 64 e^{-p b_{\mathbf{u}} / 2} \operatorname{Pr}\left[v_{\mathbf{u}} \in \operatorname{VD}\left(R^{\prime} \cup Y\right)\right]$.
Proof. Let $\sigma=\operatorname{Pr}\left[v_{\mathbf{u}} \in \operatorname{VD}(R \cup Y)\right]$ and $\sigma^{\prime}=$ $\operatorname{Pr}\left[v_{\mathbf{u}} \in \mathrm{DT}\left(R^{\prime} \cup Y\right)\right]$. The vertex $v_{\mathbf{u}}$ is in $\operatorname{VD}(R \cup Y)$ precisely if $\mathbf{u} \subseteq R \cup Y$ and $B_{\mathbf{u}} \cap(R \cup Y)=\emptyset$, where $B_{\mathbf{u}}$ are the points from $X$ in the conflict circle of $v_{\mathbf{u}}$. If $Y \cap B_{\mathbf{u}} \neq \emptyset$, then $\sigma=\sigma^{\prime}=0$, and the lemma holds. Thus, assume that $Y \cap B_{\mathbf{u}}=\emptyset$. Let $d_{\mathbf{u}}=|\mathbf{u} \backslash Y|$, the number of points in $\mathbf{u}$ not in $Y$. There are $\binom{o-b_{\mathbf{u}}-d_{\mathbf{u}}}{p o-d_{\mathbf{u}}}$ ways to choose a po-subset from $X$ that avoids all points in $B_{\mathbf{u}}$ and contains all points of $\mathbf{u} \cap X$, so

$$
\begin{aligned}
\sigma & =\binom{o-b_{\mathbf{u}}-d_{\mathbf{u}}}{p o-d_{\mathbf{u}}} /\binom{o}{p o} \\
& =\frac{\prod_{j=0}^{p o-d_{\mathbf{u}}-1}\left(o-b_{\mathbf{u}}-d_{\mathbf{u}}-j\right)}{\prod_{j=0}^{p o-d_{\mathbf{u}}-1}\left(p o-d_{\mathbf{u}}-j\right)} / \frac{\prod_{j=0}^{p o-1}(o-j)}{\prod_{j=0}^{p o-1}(p o-j)} \\
& =\prod_{j=0}^{d_{\mathbf{u}}-1} \frac{p o-j}{o-j} \cdot \prod_{j=0}^{p o-d_{\mathbf{u}}-1} \frac{o-b_{\mathbf{u}}-d_{\mathbf{u}}-j}{o-d_{\mathbf{u}}-j} \\
& \leq p^{d_{\mathbf{u}}} \prod_{j=0}^{p o-d_{\mathbf{u}}-1}\left(1-\frac{b_{\mathbf{u}}}{o-d_{\mathbf{u}}-j}\right) .
\end{aligned}
$$

Similarly, we get

$$
\sigma^{\prime}=\prod_{i=0}^{d_{\mathbf{u}}-1} \frac{p^{\prime} o-i}{o-i} \prod_{j=0}^{p^{\prime} o-d_{\mathbf{u}}-1}\left(1-\frac{b_{\mathbf{u}}}{o-d_{\mathbf{u}}-j}\right)
$$

and since $p^{\prime} o \geq 4$ and $i \leq 2$, it follows that

$$
\sigma^{\prime} \geq\left(\frac{p^{\prime}}{2}\right)^{d_{\mathbf{u}}} \prod_{j=0}^{p^{\prime} o-d_{\mathbf{u}}-1}\left(1-\frac{b_{\mathbf{u}}}{o-d_{\mathbf{u}}-j}\right)
$$

Therefore, since $p^{\prime}=p / 2$,

$$
\begin{aligned}
& \frac{\sigma}{\sigma^{\prime}} \leq\left(\frac{2 p}{p^{\prime}}\right)^{d_{\mathbf{u}}} \prod_{j=p^{\prime} o-d_{\mathbf{u}}}^{p o-d_{\mathbf{u}}-1}\left(1-\frac{b_{\mathbf{u}}}{o-d_{\mathbf{u}}-j}\right) \\
& \leq 64\left(1-\frac{b_{\mathbf{u}}}{o}\right)^{p o / 2} \leq 64 e^{p b_{\mathbf{u}} / 2}
\end{aligned}
$$

We can now bound the total expected conflict size.

Lemma 3 We have $\mathbf{E}\left[\sum_{v \in \operatorname{VD}(R \cup K)} b_{v}\right]=O(n)$.
Proof. By expanding the expectation, we get
$\mathbf{E}\left[\sum_{v \in \mathrm{VD}(R \cup K)} b_{v}\right]=\sum_{\mathbf{u} \in S^{3}} \operatorname{Pr}\left[v_{\mathbf{u}} \in \mathrm{VD}(R \cup K)\right] b_{\mathbf{u}}$,
$v_{\mathbf{u}}$ being the Voronoi vertex of $\mathbf{u}$ and $b_{\mathbf{u}}$ its conflict size. By Lemma 2 with $X=S, Y=K$ and $p=s / n$,

$$
\leq \sum_{\mathbf{u} \in S^{3}} 64 e^{-p b_{\mathbf{u}} / 2} \operatorname{Pr}\left[v_{\mathbf{u}} \in \operatorname{VD}\left(R^{\prime} \cup K\right)\right] b_{\mathbf{u}}
$$

where $R^{\prime} \subseteq S$ is a sample of size $s / 2$. We estimate

$$
\begin{aligned}
& \leq \sum_{t=0}^{\infty} \sum_{\substack{\mathbf{u} \in S^{3} \\
b_{\mathbf{u}} \in\left[\frac{t}{p}, \frac{t+1}{p}\right)}} \frac{64 e^{-t / 2}(t+1)}{p} \operatorname{Pr}\left[v_{\mathbf{u}} \in \mathrm{VD}\left(R^{\prime} \cup K\right)\right] \\
& \leq \frac{1}{p} \sum_{\mathbf{u} \in S^{3}} \operatorname{Pr}\left[v_{\mathbf{u}} \in \mathrm{VD}\left(R^{\prime} \cup K\right)\right] \sum_{t=0}^{\infty} 64 e^{-t / 2}(t+1) \\
& =O(s / p)=O(n)
\end{aligned}
$$

since $\sum_{\mathbf{u} \in S^{3}} \operatorname{Pr}\left[v_{\mathbf{u}} \in \mathrm{VD}\left(R^{\prime} \cup K\right)\right]=O(s)$ is the size of $\operatorname{VD}\left(R^{\prime} \cup K\right)$ and $\sum_{t=0}^{\infty} e^{-t / 2}(t+1)=O(1)$.

By Lemma 3 and Markov's inequality, there is an $M=$ $\Theta(n)$ with $\operatorname{Pr}\left[\sum_{v \in \operatorname{VD}(R \cup K)} b_{v}>M\right] \leq 1 / 4$.

Lemma $4 \mathbf{E}\left[\sum_{v \in \mathrm{VD}(R \cup K)} t_{v} \log t_{v}\right]=O(s)$.
Proof. By Lem. 2 with $X=S, Y=K$, and $p=s / n$,

$$
\begin{aligned}
& \left.\mathbf{E} \sum_{v \in \operatorname{VD}(R \cup K)} t_{v} \log t_{v}\right] \\
& =\sum_{\mathbf{u} \in S^{3}} \operatorname{Pr}\left[v_{\mathbf{u}} \in \operatorname{VD}(R \cup K)\right] t_{\mathbf{u}} \log t_{\mathbf{u}} \\
& \leq \sum_{\mathbf{u} \in S^{3}} 64 e^{-p b_{\mathbf{u}} / 2} \operatorname{Pr}\left[v_{\mathbf{u}} \in \operatorname{VD}\left(R^{\prime} \cup K\right)\right] t_{\mathbf{u}} \log t_{\mathbf{u}} \\
& \leq \sum_{t=0}^{\infty} \sum_{\substack{\left.\mathbf{u} \in S^{3} \\
b_{\mathbf{u}} \in \frac{t}{p}, \frac{t+1}{p}\right)}} 64 e^{-\frac{t}{2}}(t+1)^{2} \operatorname{Pr}\left[v_{\mathbf{u}} \in \operatorname{VD}\left(R^{\prime} \cup K\right)\right] \\
& \leq \sum_{t=0}^{\infty} 64 e^{-t / 2}(t+1)^{2} \sum_{\mathbf{u} \in S^{3}} \operatorname{Pr}\left[v_{\mathbf{u}} \in \operatorname{VD}\left(R^{\prime} \cup K\right)\right] \\
& =O(s)
\end{aligned}
$$

By Markov's inequality and Lemma 4, there is a $T=$ $\Theta(s)$ with $\operatorname{Pr}\left[\sum_{v \in \operatorname{VD}(R \cup K)} t_{v} \log t_{v} \geq T\right] \leq 1 / 4$. This finishes the first phase of the sampling.

Let $\alpha>0$ be a sufficiently large constant. The next goal is to sample for each vertex $v$ with $t_{v} \geq 2 \mathrm{a}$ random subset $R_{v} \subseteq B_{v}$ of size $\alpha t_{v} \log t_{v}$ (recall that $B_{v}$ is the conflict set of $v$ ).

Lemma 5 In total time $O(n \log s)$, we can sample for each vertex $v \in \mathrm{VD}(R \cup K)$ with $t_{v} \geq 2$ a random subset $R_{v} \subseteq B_{v}$ of size $\alpha t_{v} \log t_{v}$.

Proof. First, we perform $O(s)$ rounds to sample for each vertex $v$ with $t_{v} \geq 2$ a sequence $I_{v}$ of $\alpha t_{v} \log t_{v}$ distinct numbers from $\left\{1, \ldots, b_{v}\right\}$. For this, we use the algorithm from Lemma 1 in parallel for each relevant vertex from $\operatorname{VD}(R \cup K)$. Since $\sum_{v} t_{v} \log t_{v}=O(s)$, this takes total time $O(s \log s)$ and total space $O(s)$.

After that, we scan through $S$. For each vertex $v$, we have a counter $c_{v}$, initialized to 0 . For each $p \in S$, we find the conflict vertices of $p$, and for each conflict vertex $v$, we increment $c_{v}$. If $c_{v}$ appears in the corresponding set $I_{v}$, we add $p$ to $R_{v}$. The total running time is $O(n \log s)$, as we do one point location for each input point and the total conflict size is $O(n)$.

We next show that for a fixed vertex $v \in \mathrm{VD}(R \cup K)$, with constant probability, all vertices in $\operatorname{VD}\left(R_{v}\right)$ have conflict size $n / s$ with respect to $B_{v}$.

Lemma 6 Let $v \in \operatorname{VD}(R \cup K)$ with $t_{v} \geq 2$, and let $R_{v} \subseteq B_{v}$ be the sample for $v$. The expected number of vertices $v^{\prime}$ in $\operatorname{VD}\left(R_{v}\right)$ with at least $n / s$ points from $B_{v}$ in their conflict circle is at most $1 / 2$.

Proof. Recall that $t_{v}=b_{v} s / n$. We have

$$
\mathbf{E}\left[\sum_{\substack{v^{\prime} \in \operatorname{VD}\left(R_{v}\right) \\ b_{v^{\prime}}^{\prime} \geq n / s}} 1\right]=\sum_{\substack{\mathbf{u} \in B_{v}^{3} \\ b_{\mathbf{u}}^{\prime} \geq n / s}} \operatorname{Pr}\left[v_{\mathbf{u}}^{\prime} \in \operatorname{VD}\left(R_{v}\right)\right],
$$

where $b_{\mathbf{u}}^{\prime}$ is the conflict size of $v_{\mathbf{u}}^{\prime}$ with respect to $B_{v}$. Using Lemma 2 with $X=B_{v}, Y=\emptyset$, and $p=\left(\alpha t_{v} \log t_{v}\right) / b_{v}=\alpha(s / n) \log t_{v}$, this is

$$
\begin{aligned}
& \leq \sum_{\substack{\mathbf{u} \in B_{v}^{3} \\
b_{\mathbf{u}}^{\prime} \geq n / s}} 64 e^{-p b_{\mathbf{u}}^{\prime} / 2} \operatorname{Pr}\left[v_{\mathbf{u}}^{\prime} \in \mathrm{VD}\left(R_{v}^{\prime}\right)\right] \\
& \leq 64 e^{-(\alpha / 2) \log t_{v}} \sum_{\mathbf{u} \in B_{v}^{3}} \operatorname{Pr}\left[v_{\mathbf{u}}^{\prime} \in \operatorname{VD}\left(R_{v}^{\prime}\right)\right] \\
& =O\left(t_{v}^{-\alpha / 2} t_{v} \log t_{v}\right) \leq 1 / 2,
\end{aligned}
$$

for $\alpha$ large enough (remember that $t_{v} \geq 2$ ).
By Lemma 6 and Markov's inequality, the probability that all vertices from $\operatorname{VD}\left(R_{v}\right)$ have at most $2 n / s$ points from $B_{v}$ in their conflict circles is at least $1 / 2$.

If so, we call $v$ good. Scanning through $S$, we can identify the good vertices in time $O(n \log s)$ and space $O(s)$. The expected number of good vertices is $s^{\prime} / 2$, where $s^{\prime}$ is the size of $\operatorname{VD}(R \cup K)$. For the remaining vertices, we repeat the process with new random samples, but this time we take two samples per vertex, decreasing the failure probability to $1 / 4$. We repeat the process, taking in each round the maximum number of samples that fit into the work space. In general, if we have $s^{\prime} / a_{i}$ active vertices in round $i$, we can take $a_{i}$ samples per vertex, resulting in a failure probability of $2^{-a_{i}}$. Thus, the expected number of active vertices in round $i+1$ is $s^{\prime} / a_{i+1}=s^{\prime} /\left(a_{i} 2^{a_{i}}\right)$. After $O\left(\log ^{*} s\right)$ rounds, all vertices are good. To summarize:

Lemma 7 In total expected time $O\left(n \log s \log ^{*} s\right)$ and space $O(s)$, we can find sets $R \subseteq S$ and $R_{v} \subset B_{v}$ for each vertex $v \in \operatorname{VD}\left(R^{\prime} \cup K\right)$ such that (i) $|R|=s$ : (ii) $\sum_{v \in \mathrm{VD}(R \cup K)}\left|R_{v}\right|=O(s)$; and (iii) for every $R_{v}$, all vertices of $\operatorname{VD}\left(R_{v}\right)$ have at most $2 n / s$ points from $B_{v}$ in their conflict circle.

We set $R_{2}=R \cup \bigcup_{v \in \mathrm{VD}(R \cup K)} R_{v}$. By Lemma 7 , $\left|R_{2}\right|=O(s)$. We compute $\operatorname{VD}\left(R_{2} \cup K\right)$ and triangulate its bounded cells. For a triangle $\Delta$ of the triangulation, let $r \in R_{2} \cup K$ be the site whose cell contains $\Delta$, and $v_{1}, v_{2}, v_{3}$ the vertices of $\Delta$. We set $B_{\Delta}=$ $\{r\} \cup \bigcup_{i=1}^{3} B_{v_{i}}$. One can show that $\left|B_{\Delta}\right|=O(n / s)$.

Lemma 8 For every triangle $\Delta$ in the triangulation of $\operatorname{VD}\left(R_{2} \cup K\right)$, we have $\operatorname{VD}(S \cup K) \cap \Delta=\operatorname{VD}\left(B_{\Delta}\right) \cap \Delta$.

Proof. Let $v_{1}, v_{2}, v_{3}$ be the vertices of $\Delta$ and let $r \in$ $R_{2} \cup K$ be the point whose cell contains $\Delta$. Fix a point $x \in \Delta$, and let $C$ be a circle with center $x$ and no points from $B_{\Delta}$ in its interior. It suffices to show that $C$ contains no points from $S \backslash B_{\Delta}$ in its interior. Suppose there exists a point $p \in S \backslash B_{\Delta}$ that lies inside of $C$. Consider the bisector $B$ of $p$ and $r$. Since $C$ contains $p$ but not $r$, we have $d(x, p)<d(x, r)$, so $x$ lies on the same side of $B$ as $p$. Since $x \in \Delta$, at least one of $v_{1}, v_{2}, v_{3}$, is on the same side of $B$ as $p$; say $v_{1}$. This means that $d\left(v_{1}, p\right)<d\left(v_{1}, r\right)$, so $p$ lies inside the circle around $v_{1}$ with $r$ on the boundary. This is precisely the conflict circle of $v_{1}$.

Theorem 9 Let $S$ be a planar n-point set. In expected time $O\left(\left(n^{2} / s\right) \log s+n \log s \log ^{*} s\right)$ and space $O(s)$, we can compute all Voronoi vertices of $S$.

Proof. We compute a set $R_{2}$ as above. This takes $O\left(n \log s \log ^{*} s\right)$ time and space $O(s)$. We triangulate the bounded cells of $\operatorname{VD}\left(R_{2} \cup K\right)$ and compute a point location structure for the result. Since there are $O(s)$ triangles, we can store the resulting triangulation in the workspace. Now, the goal is to compute simultaneously for all triangles $\Delta$ the Voronoi diagram $\mathrm{VD}\left(B_{\Delta}\right)$ and to output all Voronoi vertices that lie in
$\Delta$ and are defined by points from $S$. By Lemma 8 , this gives all Voronoi vertices of $\mathrm{VD}(S)$.

Given a planar $m$-point set $X$, the algorithm by Asano et al. finds all vertices of $\mathrm{VD}(X)$ in $O(m)$ scans over the input, with constant workspace [2]. We can perform a simultaneous scan for all sets $B_{\Delta}$ by determining for each point in $S$ all sets $B_{\Delta}$ that contain it. This takes total time $O(n \log s)$, since we need one point location for each $p \in S$ and since the total size of the $B_{\Delta}$ 's is $O(n)$. We need $O\left(\max _{\Delta}\left|B_{\Delta}\right|\right)=O(n / s)$ such sweeps, so the second part of the algorithm needs $O\left(\left(n^{2} / s\right) \log s\right)$ time.
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# Linear-Time Algorithms for the Farthest-Segment Voronoi Diagram and Related Tree Structures* 
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#### Abstract

We present linear-time algorithms to construct Voronoi diagrams with disconnected regions, whose graph structure is a tree, after the sequence of their faces along an enclosing boundary (or at infinity) is known. We illustrate our approach on the farthest-segment Voronoi diagram; however, it is also applicable to computing the order- $(k+1)$ subdivision within an order- $k$ segment Voronoi region, and to updating the nearest-neighbor Voronoi diagram after deletion. It is also applicable to other sites and metrics.


## 1 Introduction

It is well known that the Voronoi diagram of points in convex position can be computed in linear time, given their convex hull [1]. The same holds for a class of related diagrams such as the farthest-point Voronoi diagram, computing the medial axis of a convex polygon, and deleting a point from the nearest-neighbor Voronoi diagram. In an abstract setting, a Hamiltonian abstract Voronoi diagram [8] can be computed in linear time, given the order of Voronoi regions along an unbounded simple curve, which visits each region exactly once, and which can intersect each bisector only once. This linear construction has recently been extended to include forest structures [4] under the same conditions of no repetition. The medial axis of a simple polygon can also be computed in linear time [6]. It is therefore natural to ask what other types of Voronoi diagrams can be constructed in linear time. In this paper we address tree-like Voronoi diagrams with disconnected regions.

Classical variants of Voronoi diagrams, such as higher-order Voronoi diagrams, for sites other than points, had been surprisingly ignored in the computational geometry, until recently [3, 12]. Given a set $S$ of $n$ simple geometric objects in the plane, called sites, the order-k Voronoi diagram of $S$ is a partitioning of the plane into regions, such that every point within a region has the same $k$ nearest sites. For $k=1$, this is the nearest-neighbor Voronoi diagram; for $k=n-1$ it

[^74]is farthest-site Voronoi diagram of $S$. Despite similarities, these diagrams illustrate fundamental structural differences from their counterparts for points, such as the presence of disconnected regions (see also [2, 9]).
In this abstract we give linear-time algorithms (expected and deterministic) for constructing the farthest-segment Voronoi diagram, after the sequence of its faces at infinity is known. The method applies to constructing the order- $(k+1)$ subdivision within an order- $k$ Voronoi region, and updating the nearestneighbor Voronoi diagram after deletion. Interestingly, the latter problem requires computing initially two different tree-like diagrams. A major difference from the respective problems for points is that the sequence of faces along a relevant enclosing boundary forms a Davenport-Schinzel sequence of order at least $2,{ }^{1}$ unlike points, where no repetition can exist.
The segment counterpart of higher-order Voronoi diagrams is an important variant for a variety of applications dealing with polygonal objects or embedded planar graphs, see e.g., [11] and references therein.

## 2 Preliminaries and Definitions

Let $S$ be a set of arbitrary line segments in $\mathbb{R}^{2}$, that may intersect or touch at a single point. The distance between a point $q$ and a line segment $s_{i}$ is $d\left(q, s_{i}\right)=\min \left\{d(q, y), \forall y \in s_{i}\right\}$, where $d(q, y)$ denotes the ordinary distance between two points $q, y$. The bisector of two segments $s_{i}, s_{j} \in S$ is $b\left(s_{i}, s_{j}\right)=\{x \in$ $\left.\mathbb{R}^{2} \mid d\left(x, s_{i}\right)=d\left(x, s_{j}\right)\right\}$. For disjoint segments, it is an unbounded curve that consists of a constant number of pieces, where each piece is portion of an elementary bisector between the endpoints and open portions of $s_{i}, s_{j}$. If two segments intersect at point $p$, their bisector consists of two such curves intersecting at $p$.

The farthest Voronoi region of a segment $s_{i}$ is freg $\left(s_{i}\right)=\left\{x \in \mathbb{R}^{2} \mid d\left(x, s_{i}\right)>d\left(x, s_{j}\right), 1 \leq j \leq\right.$ $n, j \neq i\}$. The regions of all the segments in $S$ together with their bounding edges and vertices, define a partition of the plane, called the farthest-segment Voronoi diagram $F V D(S)$, see Fig. 1(a). Any maximallyconnected subset of a Voronoi region is called a face.

A farthest Voronoi region $\operatorname{freg}\left(s_{i}\right)$ is non-empty and unbounded in direction $\phi$ if and only if there exists
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Figure 1: [10] (a) $\operatorname{FVD}(S), S=\left\{s_{1}, \ldots, s_{5}\right\}$; (b) its farthest hull; (c) $\operatorname{Gmap}(S)$
an open halfplane, normal to $\phi$, which intersects all segments in $S$ but $s_{i}[2]$. The line $\ell$, normal to $\phi$, bordering such a halfplane is called a supporting line. The direction $\phi$ (normal to $\ell$ ) is denoted as $\nu(\ell)$ and it is referred to as the hull direction of $\ell$. An unbounded Voronoi edge between $\operatorname{freg}\left(s_{i}\right)$ and $\operatorname{freg}\left(s_{j}\right)$ is a portion of $b(p, q)$, where $p, q$ are endpoints of $s_{i}$ and $s_{j}$, such that the line through $\overline{p q}$ induces an open halfplane that intersects all segments in $S$, except $s_{i}, s_{j}$ (and possibly except additional segments incident to $p, q)$. Segment $\overline{p q}$ is called a supporting segment; the direction normal to $\overline{p q}$ pointing to the inside of this halfplane is denoted as $\nu(\overline{p q})$ and it is referred to as the hull direction of $\overline{p q}$. A segment $s_{i} \in S$ such that the line $\ell$ through $s_{i}$ is supporting, is called a hull segment; its hull direction is $\nu\left(s_{i}\right)=\nu(\ell)$, Fig. 1(a) and (b) illustrate a farthest-segment Voronoi diagram and its hull respectively. In Fig. 1(b), dashed lines show the supporting segments, and the hull segments are shown in bold. Arrows show the hull directions of all supporting and hull segments.
The Gaussian map of $\operatorname{FVD}(S)(\operatorname{Gmap}(S))$ provides a correspondence between the faces of $\operatorname{FVD}(S)$ and a circle of directions $K$ (see Fig. 1(c)) [10]. Each Voronoi face is mapped to an arc on $K$, which represents a set of directions along which the face is unbounded. The $\operatorname{Gmap}(S)$ can be viewed as a cyclic sequence of arcs, where each arc corresponds to one face of $\operatorname{FVD}(S)$. Two neighboring arcs are separated by the hull direction of a supporting segment, which corresponds to an unbounded Voronoi edge. The arc of a hull segment consists of two sub-arcs separated by the hull direction $\nu$ of the segment. $\operatorname{Gmap}(S)$ can be computed in $O(n \log n)$ time (or output-sensitive $O(n \log h)$, where $h=|\operatorname{Gmap}(S)|)[10]$.

The standard point-line duality transformation $t$ offers a correspondence between the faces of $F V D(S)$ and envelopes of wedges. A segment $s_{i}=u v$ is sent into a lower wedge below (see e.g., Fig. 2) and an upper wedge above $t(u)$ and $t(v)$ respectively. Let $E$ (resp., $E^{\prime}$ ) be the boundary of the union of the lower (resp., upper) wedges. There is a clear correspondence between $E$ (resp., $E^{\prime}$ ) and the upper (resp., lower)

Gmap: the vertices of $E$ are exactly the hull directions of supporting segments on the upper Gmap and the apexes of wedges in $E$ are exactly the hull directions of hull segments. In fact, any $x$-monotone path $p$ in the arrangement of upper (resp., lower) wedges can be transformed into a sequence of arcs in the upper (resp., lower) circle of directions, i.e., the portion of $K$ above (resp., below) its horizontal diameter.

## 3 The Farthest Voronoi Diagram of a Sequence

Let $G$ be a sequence of arcs on the circle of directions $K$ corresponding to a pair of $x$-monotone paths, one in the arrangement of upper wedges and one in the arrangement of lower wedges in dual space. $G$ is called an arc sequence. For an $\operatorname{arc} \alpha$ in $G$, let $s_{\alpha} \in S$ be the segment associated with it.

Given a point $x, x \notin s_{\alpha}$, consider the ray emanating from $s_{\alpha}$ that realizes the Euclidean distance between $s_{\alpha}$ and $x$. Let $r\left(x, s_{\alpha}\right)$ be the unbounded portion of this ray, starting at $x$ and extending to infinity away from $s_{\alpha}$. We say that $x$ is attainable from $\alpha$ if the direction of $r\left(x, s_{\alpha}\right)$ is contained in $\alpha$. The point(s) $x \in s_{\alpha}$ that induce $\alpha$ are always attainable from $\alpha$. Let $d(x, \alpha)=d\left(x, s_{\alpha}\right)$ if $x$ is attainable from $\alpha$; and let $d(x, \alpha)=-\infty$ otherwise. The locus of points attainable from $\alpha$ is referred to as the attainable region of $\alpha$, $R(\alpha)$. The bisector between two arcs $\alpha, \gamma\left(s_{\alpha} \neq s_{\gamma}\right)$ is $b(\alpha, \gamma)=b\left(s_{\alpha}, s_{\gamma}\right) \cap R(\alpha) \cap R(\gamma)$. The farthest Voronoi region of $\alpha$ can now be defined in the ordinary way as $\operatorname{freg}(\alpha)=\left\{x \in \mathbb{R}^{2} \mid d(x, \alpha)>d(x, \gamma), \forall \operatorname{arc} \gamma \in\right.$ $G, \gamma \neq \alpha\}$.

The farthest Voronoi diagram of $G, \operatorname{FVD}(G)$, is the subdivision of the plane obtained by these regions and their boundaries. Let $T(G)=\mathbb{R}^{2} \backslash \cup_{\alpha \in G}$ freg $(\alpha)$. If all edges of $T(G)$ are portions of arc bisectors then $G$, $T(G)$, and $\operatorname{FVD}(G)$ are all called proper. For an arbitrary $G, T(G)$ may contain boundaries of attainable regions and $\operatorname{FVD}(G)$ may even contain holes. The diagrams computed by our algorithms are all proper.

Lemma 1 For a proper arc sequence $G, T(G)$ is a (connected) tree.
$G$ is called a subsequence of $\operatorname{Gmap}(S)$ if every arc in $G$ entirely contains a corresponding arc in $\operatorname{Gmap}(S)$ induced by the same segment. The arcs in $G$ are expanded versions of the arcs in $\operatorname{Gmap}(S)$, and they are called original arcs. A sequence $G^{\prime}$ is called an augmented subsequence of $\operatorname{Gmap}(S)$ if $G^{\prime}$ contains at least one original arc for every segment that appears in $G^{\prime}$. Hence, $G^{\prime}$ consists of original and new arcs. If $G^{\prime}$ contains the same original arcs as $G$ then $G^{\prime}$ is said to be corresponding to $G$. Note that $G$ and $G^{\prime}$ are no longer envelopes of wedges, but simply $x$-monotone paths, where (assuming lower wedges) the path of $G^{\prime}$ is above (or on) the path of $G$.

A subsequence $G$ is derived from $\operatorname{Gmap}(S)$ by deletion of arcs. When deleting an arc $\beta$, the neighboring $\operatorname{arcs} \alpha$ and $\gamma$ expand over $\beta$. Either both $\alpha$ and $\gamma$ expand (see Fig. 2(a) for segments in the dual space, or Fig. 3(a)-(c)) or one expands while the other shrinks (see Fig. 2(b)). By the definition of $\operatorname{FVD}(G)$, both $\alpha, \gamma$ remain in $G \backslash\{\beta\}$ and their common endpoint is the hull direction of their common supporting segment, $\nu(\alpha, \gamma)$. If $s_{\alpha}=s_{\gamma}$, let $\nu(\alpha, \gamma)=\nu\left(s_{\beta}\right)$. Direction $\nu\left(s_{\beta}\right)$ corresponds to an artificial bisector $b(\alpha, \gamma)$ as defined below in Def. 1. If $s_{\alpha}=s_{\beta}$ then $\alpha$ expands to cover the entire $\beta$ and $\nu(\alpha, \gamma)=\nu(\beta, \gamma)$.

Consider now the result of inserting back $\beta$ between (the expanded) arcs $\alpha, \gamma$ (see Fig. 2 illustrating the corresponding segments in dual space). The result is $\alpha \beta \gamma$, if both $\alpha, \gamma$ expanded when removing $\beta$, or $\alpha \gamma^{\prime} \beta \gamma$, if $\alpha$ shrunk, or $\alpha \beta \alpha^{\prime} \gamma$, if $\gamma$ shrunk, where $\alpha^{\prime}$ and $\gamma^{\prime}$ are new arcs of $s_{\alpha}$ and $s_{\gamma}$ respectively. Thus, re-inserting $\beta$ in subsequence $G \backslash\{\beta\}$ results in an augmented subsequence $G^{\prime}=(G \backslash\{\beta\}) \cup\{\beta\}$, which may be different from $G$.

Definition 1 Let $\alpha, \beta, \gamma$ be consecutive arcs in $G^{\prime}$, where $s_{\alpha}=s_{\gamma}$. Let the artificial bisector $b(\alpha, \gamma)$ (for $G^{\prime}$ ) be a ray in the direction of $\nu\left(s_{\beta}\right)$, emanating from the relevant endpoint $p_{\alpha}$ of $s_{\alpha}$ (see Fig. 3(d)).

## 4 A Randomized Linear Construction

We give an expected linear-time algorithm to compute $\operatorname{FVD}(S)$, given $\operatorname{Gmap}(S)$. It is inspired by the two-phase randomized approach of [5] for points in convex position, however, it is augmented considerably to handle non-uniqueness and new elements in the cyclic sequence of arcs.

Let $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{h}$ be a random permutation of arcs in $\operatorname{Gmap}(S)$, and let $A_{i}=\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{i}\right\}, 1 \leq i \leq h$, be the set of the first $i$ arcs in this order. The algorithm proceeds in two phases. Let $t$ be the largest index such that $\left\{\alpha_{1}, \ldots, \alpha_{t}\right\}$ consists of arcs of two segments resulting in exactly two maximal arcs, where consecutive arcs of the same segment are joined into one maximal arc. Phase 1 computes the subsequence $G_{i}, t \leq i<h$, where $G_{h}=\operatorname{Gmap}\left(A_{h}\right)$, and $G_{i}$ is obtained from $G_{i+1}$ by removing arc $\alpha_{i+1}$ as described in Sec. 3. The two neighbors of $\alpha_{i+1}$ in $G_{i+1}$ are recorded as a tentative re-entry point for $\alpha_{i+1}$ in phase 2. In phase 2 , the algorithm computes incrementally $G_{i}^{\prime}$ and $\operatorname{FVD}\left(G_{i}^{\prime}\right)$, for $t<i \leq h$, starting with $\operatorname{FVD}\left(G_{t}^{\prime}\right), G_{t}^{\prime}=G_{t} . G_{i+1}^{\prime}$ is the sequence obtained from $G_{i}^{\prime}$ by inserting back arc $\alpha_{i+1}$. During the re-entry of $\alpha_{i+1}$ a new arc may be created. As a result, $G_{i}^{\prime} \neq G_{i}$; however, $G_{i}^{\prime}$ is an augmented subsequence of $\operatorname{Gmap}(S)$. Because of new arcs, the two recorded neighbors of $\alpha_{i+1}$ from phase 1 need not be neighbors of $\alpha_{i+1}$ in $G_{i+1}^{\prime}$. Thus, scanning a number of new arcs may be required to identify an entry point for $\alpha_{i+1}$.




(a)


(b)

Figure 2: Deleting and re-inserting $\beta$ in sequence $\alpha \beta \gamma$. (a) both $\alpha$ and $\gamma$ enlarge; (b) $\gamma$ enlarges and $\alpha$ shrinks. From left to right: the initial sequence $\alpha \beta \gamma$; the result of removing $\beta$; the result of re-inserting $\beta$.
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Figure 3: Sequence $\alpha \beta \gamma$ when $s_{\alpha}, s_{\gamma}$ (a) The dual wedges; (b) $G_{i+1}$; (c) $G_{i}$; (d) The ray $r$ splitting freg $(\alpha)$ and freg $(\gamma)$.

The entry point is either an unbounded bisector (regular or artificial), which is deleted from $\operatorname{FVD}\left(G_{i+1}^{\prime}\right)$, or an $\operatorname{arc} \sigma$, which entirely contains $\alpha_{i+1}$. In the latter case, $\operatorname{freg}(\sigma)$ is split into two faces and $\operatorname{freg}\left(\alpha_{i+1}\right)$ is inserted within; a new arc $\sigma^{\prime}$ is created as a result of the split. At the end of phase 2, we obtain $\operatorname{FVD}\left(G_{h}^{\prime}\right)=\operatorname{FVD}(S)\left(G_{h}^{\prime}=G_{h}\right)$.

Lemma 2 The number of arcs in $G_{i}^{\prime}$ is at most $2 i$. Thus, the complexity of $\operatorname{FVD}\left(G_{i}^{\prime}\right)$ is $O(i)$.

Lemma 3 The expected number of new arcs traced at any step of phase 2 is constant (at most 1).

Using backwards analysis we can prove that $\operatorname{FVD}(S)$ can be computed in $O(h)$ expected time, given $\operatorname{Gmap}(S)$.

## 5 A Deterministic Linear Divide-and-Conquer

We now augment the framework of Aggarwal et al. [1] for points in convex position with techniques from Secs. 3, 4, and derive a linear-time algorithm to compute the farthest Voronoi diagram, given $\operatorname{Gmap}(S)$. Let $G$ be a subsequence of $\operatorname{Gmap}(S)$, and let $G^{\prime}$ be a corresponding augmented subsequence such that the complexity of $G^{\prime}$ is bounded by $O(|G|)$. The flow of the algorithm follows [8], which in turn follows [1].

1. Unite any consecutive arcs in $G$ of the same segment into a single maximal arc for that segment.
2. Color each element of $G$ as red or blue, by applying the following two rules:
(a) For each 5-tuple $F$ of consecutive $\operatorname{arcs}\{\alpha, \beta$, $\gamma, \delta, \epsilon\}$ in $G$, compute $\operatorname{FVD}\left(F^{\prime}\right)$ by the algorithm
of Sec. 4 in the fixed deletion order $\alpha, \epsilon, \beta, \delta, \gamma$. Color $\gamma$ as red, if $f r e g(\gamma)$ did not change after the insertion of $\epsilon$ and $\alpha$; otherwise, color $\gamma$ as blue.
(b) For each series of consecutive blue arcs, color red every other arc except the last arc.
3. Let $B$ be the blue sequence as obtained from $G$ by deleting all red arcs. Recursively compute $\operatorname{FVD}\left(B^{\prime}\right) .\left(B^{\prime}\right.$ is an augmented version of $\left.B.\right)$
4. Re-color as crimson at least a constant fraction of the red arcs, such that for any two crimson arcs, if they were inserted in $\operatorname{FVD}\left(B^{\prime}\right)$, their Voronoi regions would not be neighboring.
5. Insert the crimson arcs one by one in $\operatorname{FVD}\left(B^{\prime}\right)$, resulting in $\operatorname{FVD}\left(V^{\prime}\right)$.
6. Let $G r$ (garnet) be the sequence obtained from $G$ by deleting all blue and crimson arcs. Recursively compute $\operatorname{FVD}\left(G r^{\prime}\right)$.
7. Merge $\operatorname{FVD}\left(V^{\prime}\right)$ and $\operatorname{FVD}\left(G r^{\prime}\right)$ into $\operatorname{FVD}\left(G^{\prime}\right)$.
8. For any arcs that were united in Step 1, subdivide their regions in $\operatorname{FVD}\left(G^{\prime}\right)$ into finer parts by inserting the corresponding artificial bisectors.

The recursion ends when $G$ has at most two maximal arcs. The appearance of new arcs requires a new handling for several steps of the algorithm. The number of new arcs must always remain bounded.
At the end of Step 2, the following holds: (1) No two consecutive arcs in $G$ are red and no three consecutive arcs in $G$ are blue. (2) For any two consecutive red arcs $\alpha, \beta$ in $G$, if $\alpha$ and $\beta$ were inserted in $\operatorname{FVD}\left(B^{\prime}\right)$, their Voronoi regions would be disjoint. These statements can be proven following the spirit of [8, Lemmas 8 and 9], however, the appearance of new arcs and the dependence of the result on the deletion order requires a new handling. The order of arc deletion given in Step 2 is such as to keep bounded the number of new arcs that surround $\gamma$ in $F^{\prime}$.

Step 4 can be performed in $O\left(\left|G^{\prime}\right|\right)$ time by applying the combinatorial lemma of [1] to $T\left(B^{\prime}\right)$. Any red arc $\beta$ is associated with a unique leaf of $T\left(B^{\prime}\right)$, which serves as an entry point for re-inserting $\beta$ in $\operatorname{FVD}\left(B^{\prime}\right)$. The insertion of $\beta$ may split an arc of $B^{\prime}$ into two, in which case the entry point for $\beta$ is an artificial bisector.
Step 7 can be performed in time $O(|G|)$, by keeping the generation of new arcs bounded, i.e., by keeping $\left|G^{\prime}\right|=O(|G|)$. To this goal, we use a specific merging scheme, which ignores some of the merge curves. Our merging scheme guarantees that (a) $G^{\prime}$ contains all the original arcs of $V^{\prime}$ and $G r^{\prime}$; and (b) the number of new arcs created by merging is at most the number of original arcs in $V^{\prime}$ and $G r^{\prime}$, which is $O(|G|)$. In addition, the insertion of a crimson arc in Step 5 causes at most one new arc. Thus, $\left|G^{\prime}\right|=O(|G|)$.
By the procedure of Steps 2 and 4 , there exist constants $q_{1}, q_{2}>0$ such that $|B| \leq q_{1}|G|,|G r| \leq q_{2}|G|$, and $q_{1}+q_{2}<1$. The time complexity is $T(m) \leq$
$T\left(q_{1} m\right)+T\left(q_{2} m\right)+O(m)$, where $m=|G|$. This implies $T(m)=O(m)$, see [1].

Theorem 4 Given $\operatorname{Gmap}(S)$, the $\operatorname{FVD}(S)$ can be computed in additional $O(h)$ time, where $h$ is the number of faces in $F V D(S)$.

Theorem 4 applies also to updating a nearestneighbor segment Voronoi diagram after the deletion of one site, and to computing the order- $(k+1)$ subdivision within an order- $k$ segment Voronoi region in time proportional to the complexity of the related region. We conjecture that it also applies to the respective abstract Voronoi diagrams, which we are currently investigating with several results so far to the affirmative. Note that the farthest abstract Voronoi diagram can be constructed in expected $O(n \log n)$ time by a randomized incremental construction [9], which is not related to the randomized approach in this abstract.
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# $\beta$-skeletons for a set of line segments in $R^{2 *}$ 


#### Abstract

$\beta$-skeletons are well-known neighborhood graphs for a set of points. We extend this notion to sets of line segments and present algorithms computing such skeletons for the entire range of $\beta$ values. The main reason for such an extension is a study of $\beta$-skeletons for points moving along given line segments. We show that relations between 1-skeleton (Gabriel Graph), 2skeleton (Relative Neighborhood Graph) and the Delaunay triangulation for sets of points hold also for sets of segments. We present algorithms for computing circle and lune-based $\beta$-skeletons. We describe an algorithm that for $\beta \geq 1$ computes the $\beta$-skeleton for a set $S$ of $n$ segments in the Euclidean plane in $O\left(n^{2} \alpha(n) \log n\right)$ time in the circle-based case and in $O\left(n^{2} \lambda_{4}(n)\right)$ in the lune-based one, where the construction relies on the Delaunay triangulation for $S$. When $0<\beta<1$, the $\beta$-skeleton can be constructed in a $O\left(n^{3} \lambda_{4}(n)\right)$ time.


## 1 Introduction

Our definition of the $\beta$-skeleton for line segments is based on the following definition of the $\beta$-skeletons for sets of points in the Euclidean space [9]:

Definition 1 [9] For a given set of points $V=$ $\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ in $\mathbb{R}^{2}$, a distance function $d$ and parameter $0<\beta<\infty$ we define graph $G_{\beta}(V)$ called a lune-based $\beta$-skeleton - as follows: two points $v^{\prime}, v^{\prime \prime} \in V$ are connected with an edge if and only if no point from $V \backslash\left\{v^{\prime}, v^{\prime \prime}\right\}$ belongs to the set $N\left(v^{\prime}, v^{\prime \prime}, \beta\right)$ (neighborhood) where:

1. for $0<\beta<1, N\left(v^{\prime}, v^{\prime \prime}, \beta\right)$ is the intersection of two discs, each of them has radius $\frac{d\left(v^{\prime}, v^{\prime \prime}\right)}{2 \beta}$ and whose boundaries contain both $v^{\prime}$ and $v^{\prime \prime}$;
2. for $1 \leq \beta<\infty, N\left(v^{\prime}, v^{\prime \prime}, \beta\right)$ is the intersection of two discs, each with radius $\frac{\beta d\left(v^{\prime}, v^{\prime \prime}\right)}{2}$, whose centers are in points $\left(\frac{\beta}{2}\right) v^{\prime}+\left(1-\frac{\beta}{2}\right) v^{\prime \prime}$ and in $\left(1-\frac{\beta}{2}\right) v^{\prime}+\left(\frac{\beta}{2}\right) v^{\prime \prime}$, respectively.

The region $N\left(v^{\prime}, v^{\prime \prime}, \beta\right)$ is called a lune and points $v^{\prime}, v^{\prime \prime} \in V$ are its generators.
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Another form of $\beta$-neighborhoods has been studied for $\beta \geq 1$ (see for example [9]) leading to a different family of $\beta$-skeletons called circle-based $\beta$-skeletons. In this case, set $N^{c}\left(v^{\prime}, v^{\prime \prime}, \beta\right)$ is an union of two discs, each with radius $\frac{d\left(v^{\prime}, v^{\prime \prime}\right)}{2 \beta}$ and having the segment $v^{\prime} v^{\prime \prime}$ as a chord.

Hurtado, Liotta and Meijer [8] presented an $O\left(n^{2}\right)$ algorithm for the $\beta$-skeleton when $\beta<1$. The lunebased $\beta$-skeletons for $1 \leq \beta \leq 2$ can be found in $O(n \log n)$ time [12]. For $\beta>1$, the circle-based $\beta$ skeletons can be constructed in $O(n \log n)$ time too [5]. But so far the fastest algorithm for computing the lune-based $\beta$-skeletons for $\beta>2$ runs in $O\left(n^{\frac{3}{2}} \log ^{\frac{1}{2}} n\right)$ time [10].

Geometric structures concerning a set of line segments, e.g. the Voronoi diagram [3, 11] or the straight skeleton [1] are well-studied in the literature. Chew and Kedem [4] defined the Delaunay triangulation for line segments. Their definition was generalized by Brévilliers et al. [2]. However, $\beta$-skeletons for a set of line segments were completely unexplored. This paper makes an initial effort to fill this gap.

Let us consider the case when we compute the $\beta$ skeleton for a set of $n$ points $V$ where every point $v \in V$ is allowed to move along a straight-line segment $s_{v}$. Let $S=\left\{s_{v} \mid v \in V\right\}$. For each pair of segments $s_{v_{1}}, s_{v_{2}}$ containing points $v_{1}, v_{2} \in V$, respectively, we want to find such positions of points $v_{1}$ and $v_{2}$ that $s_{v} \cap N\left(v_{1}, v_{2}, \beta\right)=\emptyset$ for any $s_{v} \in S \backslash\left\{s_{1}, s_{2}\right\}$. We will attempt to solve this problem by defining a $\beta$-skeleton for the set of line segments $S$.

Let $S$ be a finite set of disjoint closed line segments in a two-dimensional plane $\mathbb{R}^{2}$ with the Euclidean metric and distance function $d$. We extend Definition 1 to define the $\beta$-skeleton for the set $S$.

Definition $2 G_{\beta}(S)$ is a graph with $n$ vertices corresponding to the segments in $S$, and edges connecting $s^{\prime}, s^{\prime \prime} \in S$ if and only if there exist points $v^{\prime} \in s^{\prime}$ and $v^{\prime \prime} \in s^{\prime \prime}$ such that $s \cap N\left(v^{\prime}, v^{\prime \prime}, \beta\right)=\emptyset$ for any $s \in S \backslash\left\{s^{\prime}, s^{\prime \prime}\right\}$.

Note that when segments degenerate to points, we get the standard $\beta$-skeletons for point sets.

## 2 Preliminaries

Now, let the Delaunay triangulation $D T(S)$ for the set of line segments $S$ be the graph (multigraph) dual to the Voronoi diagram for $S$ (see [2]). We assume that the segments in $S$ are in general position, i.e. no three segment endpoints are collinear and no circle is tangent to four segments.

Kirkpatrick and Radke [9] proved an important theorem connecting $\beta$-skeletons for a set of points $V$ with the Delaunay triangulation $D T(V)(R N G(V) \subseteq$ $G G(V) \subseteq D T(V))$.

Definitions of the $\beta$-skeleton and the Delaunay triangulation for a set of line segments $S$ preserve the inclusions from this theorem. We define $R N G(S)$ ( $G G(S)$, respectively) as a lune-based 2-skeleton (1skeleton, respectively).

Theorem 1 Let us assume that line segments in $S$ are in general position and let $G_{\beta}(S)\left(G_{\beta}^{c}(S)\right.$, respectively) denote the lune-based (circle-based, respectively) $\beta$-skeleton for a set $S$. For $1 \leq \beta<\beta^{\prime}$ following inclusions hold true: $G_{\beta^{\prime}}(S) \subseteq G_{\beta}(S) \subseteq G G(S) \subseteq$ $D T(S)\left(G_{\beta^{\prime}}^{c}(S) \subseteq G_{\beta}^{c}(S) \subseteq G G(S) \subseteq D T(S)\right.$, respectively).

Proof. First we prove that $G G(S) \subseteq D T(S)$. Let $v_{1} \in s_{1}, v_{2} \in s_{2}$ be such a pair of points that there exists a disc $D$ with diameter $v_{1} v_{2}$ containing no points belonging to segments from $S \backslash\left\{s_{1}, s_{2}\right\}$ inside of it. We transform $D$ by homothety with respect to $v_{1}$ so that its image $D^{\prime}$ could be tangent to $s_{2}$ in the point $t$. Then we transform $D^{\prime}$ by homothety with respect to $t$ so that its image $D^{\prime \prime}$ is tangent to $s_{1}$ (see Figure 1). The disc $D^{\prime \prime}$ lies inside of $D$, i.e. it does not intersect segments from $S \backslash\left\{s_{1}, s_{2}\right\}$, and is tangent to $s_{1}$ and $s_{2}$. Hence, if the edge $s_{1} s_{2}$ belongs to $G G(S)$ then it also belongs to $D T(S)$.

Let $c_{1}, c_{2}$ be centers of discs determining a lune $N \in$ $N\left(s_{1}, s_{2}, \beta\right)$. Let $c_{1}^{\prime}\left(c_{2}^{\prime}\right.$, respectively) be an image of $c_{1}$ ( $c_{2}$, respectively) by homothety with the factor $\frac{\beta^{\prime}}{\beta}$ with respect to point $v_{1}\left(v_{2}\right.$, respectively). Then $c_{1}^{\prime}, c_{2}^{\prime}$ are centers of discs determining a lune $N^{\prime} \in$ $N\left(s_{1}, s_{2}, \beta^{\prime}\right)$ and $N \subseteq N^{\prime}$. Hence $G_{\beta^{\prime}}(S) \subseteq G_{\beta}(S)$.

The sequence of inclusions for circle-based $\beta$ skeletons is a straightforward consequence of fact that two different circles have at most two intersection points.

3 Algorithm computing $\beta$-skeletons for $0<\beta<1$
Let $S$ be a set of $n$ disjoint line segments in the Euclidean plane.

Observation 1 For a given parameter $0<\beta<1$ if $v$ is a point from the boundary of a lune $N\left(v_{1}, v_{2}, \beta\right)$,


Figure 1: $G G(S) \subseteq D T(S)$.
different than $v_{1}$ and $v_{2}$, then an angle $\angle v_{1} v v_{2}$ has a constant measure which depends only on $\beta$.

Let us consider a set of parametrized lines containing given segments. A line $P\left(s_{i}\right)$ contains a segment $s_{i} \in S$ and has parametrization $q_{i}\left(t_{i}\right)=\left(x_{1}^{i}, y_{1}^{i}\right)+$ $t_{i}\left[x_{2}^{i}-x_{1}^{i}, y_{2}^{i}-y_{1}^{i}\right]$, where $\left(x_{1}^{i}, y_{1}^{i}\right)$ and $\left(x_{2}^{i}, y_{2}^{i}\right)$ are ends of the segment $s_{i}$ and $t_{i} \in \mathbb{R}$.

Let $s_{1}$ and $s_{2}$ be generators of a lune and $\delta$ be the measure of an inscribed angle defining a lune for a given value of $\beta$. The main idea of the algorithm is as follows. For any point $v_{1} \in P\left(s_{1}\right)$ we compute points $v_{2} \in P\left(s_{2}\right)$ for which there exists a point $v \in P(s)$, where $s \in S \backslash\left\{s_{1}, s_{2}\right\}$, such that $\delta \leq \angle v_{1} v v_{2} \leq 2 \pi-\delta$, i.e. $v \in N\left(v_{1}, v_{2}, \beta\right)$ (see Figure 2). Then we analyze an union of results for all $s \in S \backslash\left\{s_{1}, s_{2}\right\}$. If it contains all pairs of points $\left(v_{1}, v_{2}\right)$, where $v_{1} \in s_{1}$ and $v_{2} \in s_{2}$, then $\left(s_{1}, s_{2}\right) \notin G_{\beta}(S)$.

For a given $t_{1} \in \mathbb{R}$ we shoot rays from a point $v_{1}=q_{1}\left(t_{1}\right) \in P\left(s_{1}\right)$ towards $P(s)$. Let us assume that a given ray intersects some segment $s \in S \backslash\left\{s_{1}, s_{2}\right\}$ in a point $v=q(t)$ for some value of $t \in \mathbb{R}$. Let $w(t)=$ $\overrightarrow{v_{1} v}$ be the vector between points $v_{1}$ and $v$. Then $w(t)=\left[A_{1} t+B_{1} t_{1}+C_{1}, A_{2} t+B_{2} t_{1}+C_{2}\right]$ where coefficients $A_{i}, B_{i}, C_{i}$ for $i=1,2$ depend only on endpoints coordinates of segments $s_{1}$ and $s$. The ray refracts in $v$ from the segment $s$ in a such way that the angle between directions of incidence and refraction of the ray is equal to the angle $\delta$. The parametrized equation of the refracted ray is $r(z, t)=v+z \cdot R_{\delta} w(t)$ for $z \geq 0$ (or $r(z, t)=v+z \cdot R_{\delta}^{\prime} w(t)$ for $z \geq 0$, respectively) where $R_{\delta}\left(R_{\delta}^{\prime}\right.$, respectively) denotes a rotation matrix for a clockwise (counter-clockwise, respectively) angle $\delta$. If refracted ray $r(z, t)$ intersects line $P\left(s_{2}\right)$ in a point $q_{2}\left(t_{2}\right)=r(z, t)$ (it is not always possible - see Figure 2) then we get $t_{2}(t)=\frac{M \cdot t^{2}+p_{1}\left(t_{1}\right) \cdot t+p_{2}\left(t_{1}\right)}{N \cdot t+p_{3}\left(t_{1}\right)}$, where $p_{1}, p_{2}$ and $p_{3}$ are (at most quadratic) polynomials of variable $t_{1}$ and $M, N$ are fixed.

Note that if we consider clockwise and counterclockwise refraction separately then for a given point $q_{1}\left(t_{1}\right)$ and a given segment $s$, the graph of function $t_{2}$ with respect to $t$ consists of parts of a hyperbola. We analyze a graph of correlations between variables $t$ and $t_{2}$ (i.e. a set of pairs $\left(t, t_{2}(t)\right)$ for fixed $t_{1}$ ) for both kinds of refractions - see Figure 2.

Let $T\left(t_{1}, s, s_{2}\right)$ be a set of all $t_{2}$ such that, for given $t_{1}$, points $q_{1}\left(t_{1}\right)$ and $q_{2}\left(t_{2}\right)$ generate a lune inter-


Figure 2: Examples of correlation between parameters $t$ and $t_{2}$ (for fixed $t_{1}$ ) for (a) a refraction angle near to $\pi$ (the arc with arrows shows, where for given ray direction are located points, which define a lune containing the refraction point) and (b) near to $\frac{\pi}{2}$. The value $c$ corresponds to the intersection point of lines $P(s)$ and $P\left(s_{2}\right)$. Dotted line shows a situation when a line containing a refracted ray intersects $P\left(s_{2}\right)$ but the ray itself does not.
sected by segment $s$. Let $F\left(s_{1}, s, s_{2}\right)=\bigcup_{t_{1} \in R}\left\{t_{1}\right\} \times$ $T\left(t_{1}, s, s_{2}\right)$ be a set of pairs of parameters $\left(t_{1}, t_{2}\right)$ such that some segment $s$ intersects a lune generated by segments $s_{1}$ and $s_{2}$. The set $F\left(s_{1}, s, s_{2}\right)$ is an area limited by $O(1)$ algebraic curves of degree at most 3 (i.e. hyperbolas for $t=0$ and $t=1$ and envelopes of a set of hyperbolas for $0<t<1$, see Figure 3).

Lemma 2 The edge $s_{1}, s_{2}$ belongs to the $\beta$-skeleton $G_{\beta}(S)$ if and only if
$[0,1] \times[0,1] \backslash \bigcup_{s \in S \backslash\left\{s_{1}, s_{2}\right\}} F\left(s_{1}, s, s_{2}\right) \neq \emptyset$.
Proof. If $[0,1] \times[0,1] \backslash \bigcup_{s \in S \backslash\left\{s_{1}, s_{2}\right\}} F\left(s_{1}, s, s_{2}\right) \neq \emptyset$ then there exists a pair of parameters $\left(t_{1}, t_{2}\right) \in[0,1] \times$ $[0,1]$ such that a lune generated by points $q_{1}\left(t_{1}\right) \in s_{1}$ and $q_{2}\left(t_{2}\right) \in s_{2}$ is not intersected by any segment $s \in S \backslash\left\{s_{1}, s_{2}\right\}$, i.e. $\left(s_{1}, s_{2}\right) \in G_{\beta}(S)$. The opposite implication can be proved in the same way.

Theorem 3 For $0<\beta<1$ the $\beta$-skeleton $G_{\beta}(S)$ can be found in $O\left(n^{3} \lambda_{4}(n)\right)$ time, where $\lambda_{4}(n)$ denotes the maximum possible length of a $(n, 4)$ DavenportSchinzel sequence.

Proof. We analyze $O\left(n^{2}\right)$ pairs of line segments. For each pair of segments $s_{1}, s_{2}$ we compute $\bigcup_{s \in S \backslash\left\{s_{1}, s_{2}\right\}} F\left(s_{1}, s, s_{2}\right)$. For each $s \in S \backslash\left\{s_{1}, s_{2}\right\}$ we find a set of pairs of parameters $t_{1}, t_{2}$ such that $N\left(q_{1}\left(t_{1}\right), q_{2}\left(t_{2}\right), \beta\right) \cap s \neq \emptyset$. The arrangement of $n-2$ curves in total can be found in $O\left(n^{2} \lambda_{4}(n)\right)$ time [6]. Then the difference $[0,1] \times[0,1] \backslash$ $\bigcup_{s \in S \backslash\left\{s_{1}, s_{2}\right\}} F\left(s_{1}, s, s_{2}\right)$ can be found in $O\left(n^{2}\right)$ time. Therefore we can verify which edges belong to $G_{\beta}(S)$ in $O\left(n^{3} \lambda_{4}(n)\right)$ time.



Figure 3: Examples of sets $F\left(s_{1}, s, s_{2}\right)$ for $\beta$ near to (a) 0 and (b) 1. Parameter $t$ is considered for clockwise and counterclockwise refractions.

## 4 Finding $\beta$-skeletons for $1 \leq \beta$

According to Theorem 1, for $1 \leq \beta$ we have to consider only $O(n)$ pairs of line segments in $S$ (the pairs corresponding to edges of $D T(S)$ ). First we consider lune-based $\beta$-skeletons. We will analyze pairs of points belonging to given segments $s_{1}, s_{2} \in S$ which generate discs intersected by any segment $s \in$ $S \backslash\left\{s_{1}, s_{2}\right\}$.

Let $C 1\left(v_{1}, v_{2}, \beta\right)$ be the circle creating the lune $N\left(v_{1}, v_{2}, \beta\right)$ and containing the point $v_{1}$, where $v_{1} \in$ $s_{1}, v_{2} \in s_{2}$. Let $u$ be such a point that the segment $v_{1} u$ is the diameter of the circle $C 1\left(v_{1}, v_{2}, \beta\right)$. If the line $P(s)$ intersects the $\operatorname{arc} N\left(v_{1}, v_{2}, \beta\right) \cap C 1\left(v_{1}, v_{2}, \beta\right)$ in the point $v$, then $\angle v_{1} v u=\frac{\pi}{2}$. Let $h$ be a homothety with center in $v_{1}$ and ratio $\frac{\left|v_{1} v_{2}\right|}{\left|v_{1} u\right|}=\frac{1}{\beta}$ and let line $P^{\prime}(s)$ be the image of $P(s)$ in this homothety.

Lemma 4 For a given $\beta \geq 1$, points $v_{1} \in P\left(s_{1}\right), v_{2} \in$ $P\left(s_{2}\right)$ and the segment $s \in S \backslash\left\{s_{1}, s_{2}\right\}$, the line $P(s)$ intersects the arc $N\left(v_{1}, v_{2}, \beta\right) \cap C 1\left(v_{1}, v_{2}, \beta\right)$ in the point $v$ if and only if $\angle v_{1} h(v) v_{2}=\frac{\pi}{2}$.

The algorithm computing a lune-based $\beta$-skeleton for $\beta \geq 1$ is very similar to the one presented in the previous section. We consider a line $P^{\prime}(s)$ which is a homothetic image of the line $P(s)$ with ratio $\frac{1}{\beta}$ and center $q_{1}\left(t_{1}\right)$ (in the next step of the algorithm the same is done for $\left.q_{2}\left(t_{2}\right)\right)$. The ray shot from $q_{1}\left(t_{1}\right)$ refracts on $P^{\prime}(s)$ at a right angle. In this case for a fixed $t_{1}$ we analyze only one hyperbola (functions for clockwise and counterclockwise refractions are the same). However, sets $F\left(s_{1}, s, s_{2}\right)$ and $F\left(s_{2}, s, s_{1}\right)$ are different (discs creating a lune intersect segment $s$ in different way). Therefore, we have to intersect those sets to obtain a set of pairs of points generating lunes intersected by $s$.

Theorem 5 For $\beta \geq 1$ the lune-based $\beta$-skeleton $G_{\beta}(S)$ can be found in $O\left(n^{2} \lambda_{4}(n)\right)$ time, where $\lambda_{4}(n)$ denotes the maximum possible length of a ( $n, 4$ ) Davenport-Schinzel sequence.

Proof. $\beta$-skeletons for $\beta \geq 1$ satisfy inclusions of Theorem 1. Hence, the number of tested edges is linear. For each such pair of segments $s_{1}, s_{2}$ we compute
the corresponding sets of pairs of points generating lunes that do not intersect segments from $S \backslash\left\{s_{1}, s_{2}\right\}$. Similarly as in Theorem 3 we can do it in $O\left(n \lambda_{4}(n)\right)$ time. Therefore, a total time complexity of the algorithm (after analysis of $O(n)$ pairs segments) is $O\left(n^{2} \lambda_{4}(n)\right)$.

The algorithm for computing circle-based $\beta$ skeletons for $\beta \geq 1$ is almost the same as the algorithm for $\beta<1$.

Theorem 6 For $\beta \geq 1$ the circle-based $\beta$-skeleton $G_{\beta}^{c}(S)$ can be found in $O\left(n^{2} \alpha(n) \log n\right)$ time, where $\alpha(n)$ is the inverse Ackermann function.

Proof. In this case, for any pair $s_{1}, s_{2} \in S$ the number of connected components of the set $[0,1] \times[0,1] \backslash$ $\bigcup_{s \in S \backslash\left\{s_{1}, s_{2}\right\}} F\left(s_{1}, s, s_{2}\right)$ is $\mathrm{O}(\mathrm{n})$ and for any $t_{1}$ there is at most one connected component that contains points with the same $t_{1}$ coordinate. For each edge we use Hershberger's algorithm [7] to compute intersection of the complements of sets containing pairs of points generating not empty neighborhoods. We find the lower envelope of curves intersecting upper edge of the square $[0,1] \times[0,1]$ and the upper envelope of curves intersecting lower edge of the square. Then we intersect sets limited by those envelopes. It needs $O(n \alpha(n) \log n)$ time. Hence, the total time complexity of the algorithm is $O\left(n^{2} \alpha(n) \log n\right)$.

## 5 Conclusion

The running time of the presented algorithms for $\beta$ skeletons for sets of $n$ line segments ranges between $O\left(n^{2} \alpha(n) \log n\right)$ and $O\left(n^{3} \lambda_{4}(n)\right)$ and depends on the value of $\beta$. However, we can compute the Gabriel Graph $G G(S)$ in $O(n \log n)$ time. The algorithm relies on the fact that the 2-order Voronoi diagram and the 3 -order Voronoi diagram for $S$ can be found in $O(n \log n)$ time [11].

The existence of this algorithm suggests that it may be possible to find a faster way to compute $\beta$-skeletons for other values of $\beta$, especially for $1 \leq \beta \leq 2$.
The algorithms shown in this work for each pair of segments find such a position of generators that the corresponding lune does not intersect any other segment. We can consider a problem in which we look for an arrangement of all generators satisfying this condition at the same time. Then the method described in the paper can also be used. We analyze $n$-dimensional space and test if $[0,1]^{n} \backslash \bigcup_{s_{i}, s_{j} \in S, s \in S \backslash\left\{s_{i}, s_{j}\right\}} F\left(s_{i}, s, s_{j}\right) \times R^{n-2} \neq \emptyset$, where $i$ and $j$ also define corresponding coordinates in $R^{n}$. Unfortunately, such an algorithm is expensive. Is there a more effective algorithm for this problem ? Additional interesting questions about $\beta$-skeletons are related to their connections with $k$-order Voronoi
diagrams for line segments.
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